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Chapter 1

Introduction

1.1 Electronic structure of Transition Metal Oxides

Transition metal oxides are the building blocks of the technology of recent tinesafRable devel-
opment in the growth and characterization techniques have put transition ielies at par with the
semiconductors, which are known for their technological application fong fmme. A notable char-
acteristic of transition metal oxides(TMO) is the enormous range of electroopegres. It can be
a good insulator(Tig), a semiconductor(lgO), a metal(Reg) and a superconductor (YBEuO7).
Not only that, few TMO show a metal to insulator transitions with temperaturg(Mdessure(YOs)

or composition(Ng@WQO3). Apart from electronic properties TMO have a wide range of othesphy
ical properties related to their optical and magnetic properties which fornbdkis of many other
applications. Their magnetic properties varies from ferromagnetism(SR8IgCo;:ReO» [1] ) to
antiferromagnetism(NiO) to ferrimagnetism@dNiMnOg) to paramagnetism (SrRR(J2]) to diamag-
netism. The wide ranging chemical and physical properties of these comipaum a consequence of
the strongly coupled spin, charge and orbital degree of freedom ie thiddes. The wide range of
properties make them candidates for the device application such as magmetie stnagnetic read-
ing, flat panel displays, fuel cells and many more. This also makes it difisultell as interesting to

understand the physics involved behind these properties in TMO.
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The insulating state found in transition metal oxides could have several ori@msgomb correla-
tion effects at the transition metal site could localize the electrons and in some sgsterasponsible
for the insulating state. These systems are classified as Mott-Hubbard insul@tansition metal
oxides have another scale which is the charge transfer energy tha¢sadube bare onsite energy dif-
ference between the transition metal d states and the oxygen states. Thebdhe dominant scale
when the coulomb interaction strength is very large and could also result insthlating state. These
insulators are termed charge transfer insulators. In the presenceafatione has another origin for
the insulating state. These are termed as Anderson localization induced irsulator

The wealth of phenomena in these materials has driven the studies overctuesle A larger
part of studies are about how to control and tune these propertiesextorple the manganites [3,
4], are examples which show a huge change in the resistivity with applied tiagakl for certain
doping compositions, the phenomena called colossal magnetoresistive Bffeiet.are other examples
where a phase transition is engineered by an electric field or a magnetic fieeredson behind
these transitions is that the 3d transition oxides comprise a set of systems whgpeihebital and
lattice degrees of freedom [5—9] works in a very competing and small ese&lg, resulting in a phase
diagram where sometimes a small change in the interaction strengths leads osWgetely different
phase with entirely different properties.

To understand the electronic structure and various properties andrpbeaa in various TMO it
is important to understand the main electronic interactions which are respdfosibieir remarkable
properties, and how they get modified. Apart from the hopping interactiengttns which is responsi-
ble for the band width, W, the important parameters determining the electrapenies of TMO are
the coulomb correlation strength U between two d electrons on the same atoneatfe transfer
energyA defined as energy difference between the oxygen ion and the transitionionet&his was
put on a firm footing in the classic work by Zaanen, Sawatzky and Allen [LB¢ Zaanen-Sawatzky-
Allen plot has been shown in Fig.1.1 which shows the different phasesndam upon the doping
concentration and temperature for 3d transition metal oxides.

To understand and predict the behavior of electrons at a microscopléieMMO is very important



1.2 Structural aspects of Transition Metal Oxides 3

10 , S
97 : B(E,,, o 8) A=Y
8- -Egap=0
!
] Egap=05T
6 %o ‘ gap x
U
T <
£, -
3_
21\D(metal) A (Egapd v
1_
0 T T 1 T T /I T T (l:(memll)/I/fl/l/
-2 -1t 0 1 2 3 4 5 6 7 8 9 10 11 12
Aves

Figure 1.1 Zaanen-Sawatzky-Allen plot for classifyingl &ansition metal compounds. The
straight lineU /A separates the Mott-Hubbard regime(A) and charge-transfer regime(B)
Fig Ref: Zaanen, Sawatzky,Allen Phys. Rev. Lett. 55, 418(1985).

for both physicists and chemists. With the on going development of theonetathbds and the modern
advances in computational facilities, computational material science has emeogpeddshe foremost

and very fertile research domain over the years.

1.2 Structural aspects of Transition Metal Oxides

When one is talking of the structure various aspects come to one’s mind witicités the crystal
structure and the various details such as the position, the bondlengthsntharmgges and so on. Usu-
ally, the local environment like bond lengths, bond angles, coordination msnalpel local bonding
control the structural stability. Transition metal oxides occur in various tstres and there is strong
correlation between the crystal structure and the observed propettieftéractions between nearest
neighbors have the most important effects on electronic properties. Bpabmway metal and oxy-
gen connected and make a unit like octahedra and how these units cartoezaeh other. It could be a

network of corner shared or edge shared octahedra which has imdaftaence on electronic proper-
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ties. Usually, edge sharing octahedra bring the metal closer to eachexb#ing in strong interactions
between the metal ions. This is seen in rutl®, where there are two types of octahedral connection.
There is evidence of strong interaction along c-direction due to edge-sivduactahedra. Distortions,
defects or substitution introduces additional dimensions in the electronic prepartransition metal
oxides. Like inV Oy, structural distortions have a significant role in metal to insulator transitiofs [11

In all these structure types, the perovskite family is the most studied one. Bresnin com-
pounds belonging to this family of crystal structure arise due to its varietyapfepties and phenom-
ena. The flexibility for chemical and structural manipulation in these compouiads ® various
application in controlled way. Magnetism and orbital physics of various kimdsobserved in these
perovskites. It shows a rich phase diagram depending upon namestoetry and tilting or distortion
of BOg octahedras which are connected via corner sharing oxygens.-@isteder, charge doping and
charge/orbitals inhomogeneity leads to a colossal response [12].

Work by Goldschmidet. al, on the structural details of perovskites, is the basis for further explo-
ration of the perovskite family of compounds [13,14]. Various distortions iretikesnpounds and how
they modify the magnetic and electric properties helped physicists and chemistietstand various
mechanisms. In the next section, we will see the structural details and themsselaf various kind

of distortions in these compounds.

1.3 Perovskite structure

The general chemical formula for oxides belonging to the perovskite famili8A Usually, A sites
are occupied by rare earth or alkali metals and B sites by Transition metalsstiizéure can be
described in two ways. First, a cubic structure with A at the corners, Bdy benter positions and O
at the face center positions as shown in Fig. 1.2a or alternatively as a tulwtuse with A at body

centered positions, B at corners and O at centre of edges of cubevas ishFig. 1.2b.
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Figure 1.2 Two different types unit cells to understand Perovskite structure.

The two most common distortions in the perovskite family of compounds are rotations gk

octahedra which is known as GdFe®pe of distortion and the Jahn-Teller distortion.

1.3.1 GdFeQ distortion in perovskites

The most common distortions in this class of compounds are the tilts or rotation of tp@dt@hedra
around one or more axis. This happens when a smaller cation is placed asitienpof A. For the
ideal undistorted cubic structure, the ionic radj, (s, ro) related by the equation,
a=+/2(ra+ro)=2(rg+ro)
The smaller A ion reduces the lattice constant 'a’ which reduce the B-O destasulting in a
rotation of the BQ octahedra and elongation of B-O bondlength as shown in Fig. 1.3. Goldschmid

[14] introduced a tolerance factor(t), defined by the equation

_ (ra+ro)
~ V/2(rg+T10)

(1.1)
Although, for an ideal cubic perovskite structure 't is unity, the cubic stmecis also found for
lower t-values(0.85 <t < 1.0). In most cases, different distortions of the perovskite structure appear

which deviate from cubic structure. The compound CaTas originally thought to be cubic, but

later, it was found that it is orthorhombic [15]. Lower values of t will lowes Bymmetry of the crystal

structure. For example the compound Gdge@th t = 0.81 is orthorhombic fr= 1.107 A and g =
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0.78 A). As rotation or tilt of a octahedra restricts the allowed rotation or tilt of therooctahedra.

Only 23 tilt systems have been found which belong to 15 unique spacegrbsip

a)

of

Figure 1.3BOg octahedra in a) ideal cubic unit cell and b) in distorted unit cell with tilts and
rotation of the octahedra.

Another kind of distortion in the perovskite structures is Jahn-Teller distowtitich we will un-

derstand with help of crystal field model.

1.4 Crystal field theory

The crystal-field theory(CFT) [17] is a simple model to capture the effeetaaftrostatic potential on
the energies of the d orbitals of a metal ion due to its environment. Usually thistigbie the result
of neighboring negative charges surrounding the metal ion. This is adassical model in which we
consider the neighboring ions as point charge and the electrons onrtbiéidrametal ion present in the
center as a quantum mechanical object. In a spherically symmetric ligandrement, energies of all
five d orbitals will be equal. However, in a real compounds, the surrogntigative charges are never
spherically distributed. As the effect of point charges surroundingrémsition metal ion the energy
of orbitals increases due to repulsive force on orbitals. But, the ineieabe energy of the particular
orbital depends upon the orientation of that orbitals and also the orientatioranélligns. This is the

basis of crystal field model. For a isolated transition metal atom the five d orbitatdegenerate in
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Figure 1.4 Schematic representation of the splitting pattern of d orbitals under various
crystal-field symmetries tetrahedral, for free ion, for octahedral réispbc

The pattern of splitting is governed by the local geometry of the point chéig@nds). We show
the level diagram for a few very common environments found in transition meigé® in Fig. 1.4.
In an octahedral symmetry, theydd,, and d, orbitals are not pointing towards the point charges
on ligands. They feel less repulsion compared to the gland d,._,. orbitals which are pointing
towards the point charges. Due to this energy @f @ and d,._,» orbitals goes higher than that of
dxy, dyz and g orbitals. This results into splitting of d orbitals into two sets : three fold degémera
tog Symmetry levels, found to be lower in energy and the doubly degeneydgésels that lie higher
in energy (Fig. 1.4(c)). However, in a tetrahedral symmetry in Fig. 1.4{@h an ordering will be

reversed to a lower energy for the orbitals with e symmetry and a high efarthose d orbitals with
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to symmetry as now,g, dy; and d orbitals pointing toward the ligands.

In a simple CFT, we do not consider the effect of hopping. Howevegahmaterials, the above
point charge model yields unsatisfactory results for the degeneracyrmptitedt orbitals, suggesting
the corrections beyond the point-charge approximation are required. Tleesopmisticated model, to
describe the effect of ligands is known as ligand field theory. Apamftioe ligand field theory the
electron-electron correlations and the Hund’s exchange splitting betweandudown spin channels
also play an important role to determine the electronic structure of Transition coetglounds. So, in
a d' configuration, one may have two limiting cases, strong or weak crystal fietdwbak crystal-field
limit(U > A), putting electrons in same orbital costs more energy. So, the system likes tdigh in
spin configuration like in the perovskite LaMga@L8, 19]. It is an example of weak crystal-field limit.
Here Mr#* (3d) ion has the electronic configuraticfy te}, In strong crystal field limit§ > U), low
spin configuration is energetically more favorable. SrRigan example [20] of strong crystal-field

limit (A > U) where Rd" (4d") ion prefers$, €] electronic configuration ove3, €] .

1.4.1 Jahn-Teller Distortion

The Jahn-Teller theorem [21], named after Hermann Arthur Jahn andrBdreller, states that de-
generacy makes the symmetric configuration unstable, gives rise to a stugplgng between electron
and phonon resulting in a structural distortion which lowers the symmetry of yiséatr The simplest
example of the Jahn-Teller theorem can be seen for octahedral systaresitturther introduces a
splitting in levels of 3y and g symmetry. A classic example of Jahn-Teller effect in a material is,
LaMnO;z [19]), a system with 3Hor tgg eé electronic configuration. The electronically degenerate state
with an electron in one of thgy@rbitals leads to lower its symmetry via structural distortions.

There are two types of distortion, represented by two vibrational modes, lootinbic @ mode
(Fig. 1.5(a)) and tetragonalzQnode (Fig. 1.5(b)). These lower the structural symmetry, resulting in
a degeneracy lifting of the highest occupigdogbitals. For the experimentally observed Jahn-Teller
distortion, the @ mode is dominant over the@node as it brings more stabilization in the energy of the

ds2_r2 orbital than the g > (Fig. 1.5(c)). We can find the same effect for the electronically degémer
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Figure 1.5(a) and (b), schematically represent the vibrational modgan@ @, respectively

for an example of perovskite, LaMnrQwhile (c) describes the resultant Jahn-Teller splitting
in the by and g manifolds.

tog Systems for example, in the electronic configuratioh Gﬂ%g) in perovskites. however, the three-
fold degeneratey§ orbitals form relatively weakerr bonds, therefore these compounds are relatively
less Jahn-Teller active. Weak Jahn-Teller active examples afeidh in LaTiOs (t3,€]) [22], V3"
ionin LaVOs (tggeg) [23], the configurations with partially filledg levels are examples of weak Jahn-

Teller active. ; the strong Jahn-Teller active configurations are partiallg &jjdevels as ggeé (Mn3+
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in LaMnOs) [19] and §.€3 (CLP" in KCuFs) [24]; the configurations with half-filled or completely

filled tog and g levels are Jahn-Teller inactive configurations3et 5,65, t5,€5, t5,€f-

1.5 Magnetism:

In popular terms magnetism is a force of attraction or repulsion. A magnettatiwacpieces. In
more scientific language magnetism is the response of a material in externadtiodighd. The first
known magnet is ‘lodestone’ [25]. Before this magnets were used by @hasindian for surgical
purpose [26]. It was also used for navigation purpose [27]by ancibimeSe. Afterward, people
became more curious in search of magnetic materials and began to use them inilihifie da

Before moving to the various aspects of magnetism in materials, we will firsisidbe source of

magnetism in atoms/ions.

1.6 Magnetic Moments in Atoms/lons

The fundamental quantity in magnetism is the magnetic moment. Magnetic moment cae£merg
two ways, first, mobile electric charges which were characterized by the MBxequations [28, 29]
while the second emerged from the the electron spin [30—33], a puréumaamechanical object. The
source of magnetic moment in atom or ion is the intrinsic spin of the unpaired electi@ach atom
can have two electrons with opposite intrinsic spins and having same remair@ntgq numbers. The
paired electrons do not contribute in the magnetic moment of ions or atoms.

We can associate a intrinsic magnetic moment with an electron in a atom [34] hagisgitis

fis = —gueS, 1.2)

220 is known as Bohr magneton. Heeandmare the charge and the mass of an electron

wherepg =
respectivelyc is the velocity of light anch is the Planck’s constantg is usually called the Larel”
g-factor, the magnitude for free electrons i®.2T'he negative sign represents the negative charge of an

electron. But when we come to many electron systems or atoms, the coupling b¢twesoments of
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the unpaired electrons determines the coupling and hence the magnetic momesystg¢he The two
main factors to govern the coupling are coulomb repulsion between the ekeftlonving the Pauli's
exclusion principle and the spin-orbit coupling of two magnetic moments of electlntal magnetic
momentl and spin magnetic momest

The effect of these referred to as the Hund’s rules are given below.

1) The ground state of isolated ion or atom should have largest value b$pates

2) The ground state of isolated ion or atom should have largest valuitdl@ngular momentum
L which is permitted by first rule

3) The total angular momentum J is |L-S] for less than half-filled shells, agdfar-more than
half-filled shell.

If we consider electrons with the same principle and azimuthal quantum nurelgef3 electrons,
kinetic energy as well as potential energy of all electrons will be same,thigusnly energy which
governs the ground state is electron-electron repulsion. The lardest @aspin, S corresponds to
parallel spins of electrons and this results as a consequence of theXdudion principle. It can also
be explained by exchange-hole effect [35, 36] which says paraileledectrons avoid each other more
effectively due to the antisymmetric nature of the spatial part of their waetfan.

The electron in an atom may have an orbital magnetic moment

_ e

_ €T
l'lO_ 2mC 9

2mc

(Txp) = (1.3)

whereF, p andl are position, momentum and angular momentum vector per electron respectively,
arising from the orbital motion in atoms. This orbital moment contributes in the explaraitidmnd’s
second and third rule. Atoms may have several terms with maximum spin. Onsaldatermined

how the spins are assigned, the second Hund’s rule states that the émeegy state has the largest
total orbital momentum, which can be viewed as electrons revolving in same direciibso, spatial
distance between them will be more which leads to minimum repulsion. The thirdd-Hwte which,
however, is not related with the electron-electron repulsion but with thelicoLbetween sping) and

orbital (). Within L-S coupling, the atomic moments become eigenstates of the total angular moment
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J=L + S The third rule asserts, unless the shell is exactly half-filled where L =l@anS, the term
with smallest J will be the lowest energy when the shell is less than half-filléleé tte largest J will
be the lowest when the shell is more than half-filled.

The first two rules are almost always true but the third law is a weak law alydapplicable in
certain circumstances. The order of the three rules reflects also asaechijeof energy scales. The
first rule is guaranteed by energy and is as large as 1eV. The sedbrcisergy range by 0.1 - 0.3eV.
The third energy scale is very weak and presence of the other scailédts iea Hund’s third law being

disobeyed.

1.7 Magnetism in Solid

When atoms or ions form solids, the magnetism is defined as the long rangsmgrdemagnetic
moments of individual ions. They can order parallel(ferromagnetic) restitirgnet magnetic mo-
ment, anti-parallel(antiferromagnetic) leading to zero net magnetic moment oraimdam orienta-
tion(paramagnetic) which is usually, a high temperature state having no net tcagoenent. This
ordering can be modified by external parameters like temperature, magnetipfesddure etc. Ferro-
magnetic materials have not only a large magnetization, but also retain its magne&xeticaiter the
removal of the external field. A few examples are Iron, Cobalt, Nickel etc.

The ordering between the two magnetic moments in a solid must be determined by thetiomesr
between them. As magnetic moments can be treated as magnetic dipoles the vemjefastion
which comes into mind is dipole-dipole interaction. In a crystal, consider two swgnetic atoms
with moment of Lug each, separated by distance of 1A the energy associated with dipole fioterac
will be of the order of 0.05 eV which is equivalent to about 1 K in temperature.

In real materials such as magnetite {6g) [37, 38], very high magnetic ordering temperature (
860 K) suggests different origin other than the magnetostatic interaction dxetivgoles. Exchange
interaction lie at the heart of the long range ordering phenomenon. Thentodorce between two

electrons can act in many ways. In addition with the Pauli exclusion princigleten Coulomb re-
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pulsion between electrons, the electron-electron repulsion also gichargge interaction. It is com-
pletely quantum mechanical in origin. Magnetism in materials is manifested by ttieoslie structure
in combination with the hopping of electrons(kinetic exchange). This kineticgssois restricted by
the Pauli principle, responsible for the long range magnetic orderingomtapeous magnetization in
materials. Another manifestation of the electron-electron interaction is electroation. It is now
well accepted that the interplay between electron correlation and bandtimnnieesult of hopping
interaction) plays an important role in magnetism and other related novel pleexadin solids.

To understand the energetics involved in determining the ordering of magmatients, it is useful

to discuss briefly about correlation effects first.

1.7.1 Correlation Effects

In simple words, any electronic phenomenon which can not be explaingaiegendent-electron ap-
proximation which is nothing but band theory for crystalline solids can be redaas electron correla-
tion. If we consider density functional theory, where density is the basiablarexpectation value of a
product of two electron densities one at positigiwith densityn(r) and another electron at position
ro with densityn(r2) , < n(r1)n(rz) >, as product of individual averages i€.n(r1) >< n(rz) >. If
we approach the problem from a wave function based approach weotéactorize the wavefunction
of many electron system into individual wave functions. Thus, the correlafii@ct is beyond the
factorization approximation as considered in Hartree or Hartree-Fock theory

Bloch theorem [39] assumes an electron behaves like a free particle atehde approximated as
plane-wave in a periodic lattice. However, when the number of electronsiidarereases, the mutual
electron-electrong” — e7) interaction becomes more significant. Therefore this affects the movement
of electrons which are no more free particles as they feel the repulsigharfeectrons. Il electrons
in transition-metal oxides there are two competing forces : Electron correlathuiok vend to localize
electrons individually at the atomic sites while hybridization with oxygeaiends to delocalize elec-
trons. The competition between these two makes correlated materials exceltantes for studying

various electron properties [40—-42].
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In a simple picturer O viv wherer is the average time spent on an atom corresponds to the band
width, W, which is the result of hopping interactions. Therefore, the narrow bamésponds to the
longer time that an electron resides in an atom. Thereby, it feels the peeskather electrons. For
example, many materials such as patrtially filled d bands in transition metals V, Cr,.Fanet¢heir
oxides, or rare-earth metals such as Ce, are examples of narrow banéhinatee narrow bands
enhances the correlation between the electrons, making them ‘strongijated’ materials. As com-
pared to non-interacting particles in band theory, the correlation gives rgefiound changes in the
physical properties, quantitatively as well as qualitatively. Nickel OxMi®©] is one example which
has the ground state with an unfilled valence d-shell. The standard methadeissity functional the-
ory(DFT) predicts a metallic state or as a Slater insulator, with a very small4g#p]. However,
both the gap and the magnetic moment are significantly underestimated when cotopgheedxper-
imentally measured values. To get the experimentally observed band gapoaneht [46], one also
needs to take into account strong electron correlations bring this narrahslyatem close to the Mott
regime, therefore, NiO is a Mott insulator/charge transfer insulator [42,@orrelated materials are
often very sensitive to the external parameters. Correlation also play antémpmle in the cuperates
in which one has high temperature superconductivity [48]. In particulaiinterplay between the spin,
charge and orbital degrees of freedom of the correlated d and faiseand with the lattice degrees of

freedom gives varieties of unusual phenomena at low temperatures.

1.7.2 The Mott-Hubbard Model

An accepted model for electron correlations in the transition metal oxides is theHdbtiard model
[49]. It was initially formulated by Mott and further investigated by Hubbarfthis Mott-Hubbard
Hamiltonian consists of two terms, the kinetic energy or hopping term which gons#ble for band

width, Hip, and the correlation energy tery :
H = Hyp + Hu, (1.4)

Hip=— 3 tjelyCio+hec, (1.5)

1,],0
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Hy =U'y fiyfii, (1.6)
[

Where,ci*o (€ig) represents the creation (annihilation) operator for electrons withcspirsitei, andri 4
= éiTUCiU, represents the number operatgris the hopping amplitude, involves in the band formation.
The hopping amplitude is the measure of the overlap between neighboring watiafign A strong
overlap results in a large bandwidth given\y= 2nt wheren is the number of nearest neighbors. It is
worth discussing the two limiting cases of latdemit (t > U), we can drop the second term from Mott-
Hubbard Hamiltonian and the model becomes identical to the tight-binding model agld¢trons are
delocalized over the whole crystal and this results in a metallic state. Howewee largeU limit
(U >1t), the double occupancy of a site becomes energetically unfavorabtbenmedore, the hopping
interaction term will be very small and can be dropped from the Hamiltonianb#@hé therefore splits
into two bands, lower and upper Hubbard bands, separated by agydnein the half-filled system
the lower Hubbard-band is completely filled while the upper Hubbard banavesyalempty and this
results in an insulating state.

The physics of the transition metal oxides of interest lies in the region in betithedwo extreme
cases. The competition between the hopping interaction and the correlation raésusious compli-
cated many-body phenomena. One of important correlated phenomen@abtitely investigated is
the metal-insulator transition [50]. Fig. 1.6 illustrates a schematic phase diagrém foetal-insulator
transition which depend on the band-width W which is governed by hoppinggsrgrelectron cor-
relationU and the filling,n. The shaded region represents the insulating region. From Fig. 1.6 we
can think of two types of metal-insulator transitions. One is the band controllesiticm, where, the
metal-insulator transition takes place through the variation of the %at{eeping the number of elec-
tron or filling of band fixed. Second, the filling controlled transition, whereaféired value ofti, the
metal-insulator transition occurs by adding or removing electrons throughichkedoping.

A common consequence of the Mott-Hubbard model is the ordering of spangeland orbitals
[51-53]. In solids, where atoms are arranged in a lattice, such orderstghigized by complex inter-
actions between the electronic degrees of freedom and the lattice. Thedpimg or the magnetism

in materials is a direct manifestation of the electron interactions. As we mentioned #aali¢he
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Figure 1.6 The schematic metal-insulator phase diagram within the Hubbard model in the
electron correlation strength (U/W &¥W) and band filling (n) plane. There are two routes
for the metal-insulator transition (MIT), which are shown as the bandwidtiralbed MIT

and the filling-controlled MIT. This figure is redrawn from Ref. [50]

interatomic exchange interaction lies at the core of magnetism in solids.
Such exchange interactions are mediated by different mechanisms dependire system and we

now discuss some of the most important mechanisms are described below.

1.8 Direct Exchange

If the electrons on neighboring atoms interact directly such exchangewakasdirect exchange The
direct exchange is the result of direct overlap of electronic wavetiiumg of the neighboring atoms.
Fig. 1.7(a), shows a simple picture of direct exchange where the antipaglehlignment is favored,

as it allows the electrons to hop to the neighboring site. In this simple picturgieseorresponding
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Exchange energy

Figure 1.7 A simple picture of direct exchange, (a), favors the antiparallel alignmetieof
spins (lower) as it allows the electrons to hop to the neighboring site andarostsergy of
Ugg. While, in the parallel alignment of the spins (upper) hopping is supprdsste Pauli

exclusion principle. The Bethe-Slater curve in (b) yields that elementseabevhorizontal

@ P

o

Ferromagnetic
U
t /
1 ,l, o Vg
Antiferromagnetic
(b)
Co Ferromagnetic

Antiferromagnetic

r/ad

axis are ferromagnetic, below that axis are antiferromagnetic.

to the antiparallel and parallel states a@%-and 0 respectively(neglecting the onsite energy), resulting

in a singlet-triplet splitting of J =§t£. Heret is the hopping interaction strength which is a function

of the separation between sites and the relative orientation as well as natheeasbitals which are
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involved in the hopping process. In the direct exchange processamméew the spin Hamiltonian as

the Heisenberg Hamiltonian,

HHeisZ—;i;JijS'S, (1.7)
The values ofij may be negative or positive, corresponding to the antiferromagneticronfag-
netic ground state respectively. Bethe-Slater curve (Fig. 1.7(b), ta&emRef. [54]) represents;J
for transition metals as a function gj wherer is the distance between sites amgdis the radius of
the 3d electron shell. The curve shows how interatomic distance can vaexdhange interaction not
only the magnitude but also sign. However, too large interatomic distance iresahishingly small
coupling strength, resulting in paramagnetism.
Very often direct exchange fails to determine the long range orderindidsdmcause in magnetic
compounds usually the separation between magnetic ions are large and sowdirkap of wavefunc-
tions are unlikely. Thus in many magnetic materials it is necessary to think of aediffarechanism

which is not direct.

1.9 Super exchange

There are a large number of antiferromagnetic insulators present in mabsteof them are transition
metal compounds in which the transition metals are separated by large anionis. dasth the direct
hopping will be negligible. The kinetic exchange in these compounds mediategjthtioe anions and
in fact enhanced by the covalent mixing between anions and transition mieitaller This has been
shown by Anderson [55]. Enhanced kinetic energy is responsibliaifge ordering temperatures of
such compounds.

We can understand the superexchange mechanism, by simple schemagicdibgwn in Fig. 1.8(b).
Consider two g,_,2 orbitals, separate by an intermediate anigonpital, as in Fig. 1.8(a). If the spins
on transition metals are anti-parallel or antiferromagnetically aligned as shown ib.8(h) in the first

step the electron with up spin can hop from anion p orbital to the transition metaligitdown spin.
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Figure 1.8A simple picture of super-exchange where the orbital on the central sifteiedt
from the orbitals on the sides. Typically, two d orbitals are coupled via amireeiate oxy-
gen p orbital as in 4(a). For antiparallel alignment of the spins on two d orlitgldescribe
the ways that two consecutive hopping processes are possible, wri)efam ferromagnetic
case, the Pauli principle forbids the second hopping process.

In the second step the up spin electron from the transition metal in left can o &mion. The two
step process can be viewed as virtual hopping of up spin electron ffoto ne right and similarly
virtual hopping of down spin from right to left. Note that in this exchangecpss the total spin of all
configurations will always remain unaltered. Through this process, theantiiagnetic spin arrange-
ment is favored and the energy difference between the ferromagetanéifeiromagnetic arrangement
is given by,

44 1 1
Jatm= —— P9 ( + ) , 1.8
afm (Udd+28pa)? \Ugd ~ Udd +ADpd 18

whereApq = & - £p, the charge transfer energygd) the Coulomb repulsion between two electrons in
a d-orbital and 4, the hopping interaction between electrons on d and p orbitals.

So far, in the above discussion, we have assumed all the hopping aloega tie transition metal
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anion transition metal angle is 18@s shown in Fig. 1.8(a). The physics of super exchange reverse
and favor ferromagnetism when two transition metals with the d orbitals sgy, gdand d._2) form

a 90 angle with the connecting oxygen with the p orbitalg §md g), as shown in Fig. 1.9(a). The

Figure 1.91n a 90 arrangement of d - p - d group as in (a), one finds that the d orbitals are
coupled to the orthogonal p orbitals, the ferromagnetic super-exchafigeis mediated via
the Coulomb exchange on the connecting oxygen.

hopping in this geometry is different than the linear geometry due to involvenidntoop-orbitals

in the process. The entire process is shown schematically in Fig. 1.9(b)twbhorbitals on oxygen
allow a one way hopping which results in weak ferromagnetic coupling bettwaesition metals. So,
superexchange is mediated via the Coulomb exchange on the connectirem @nd)is ferromagnetic

in nature. The exchange coupling has the form,

44 2]
Jim= — pd © . 1.9
fm (Udd-i-Apd)z 4(Udd+Apd)2—J(2) (.9)

It is significantly weaker thanadm. However, in real materials, the structural distortion makes the

cation-anion-cation angle deviate from both 18@r 90. When that angle differs from 9phopping
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between d orbitals is allowed via the same p orbital and hence, the antifemetitaguperexchange

processes start to compete with the ferromagnetic superexchange.

1.10 Magnetism in metal: Double Exchange Model

The double exchange model first proposed by Zener in 1951 [56] taiaxjpe ferromagnetism in
metals, such as Ni and Fe. Moreover, double-exchange processiisardy encountered in mixed
valence systems [57] where itinerant electrons interact with local spingasodferromagnetism in

such compounds. It can be easily understood by the schematic diagram ishieiy.1.10.

a) Ferromagnetic b) Anti-Ferromagnetic

'Y 'Y

Mn3* Mn** Mn3* Mn**

Figure 1.10The double-exchange mechanism in hole doped manganite perovskipdingou
between the localized spins on Rthand Mrf+ ions and the itinerant electrons in a) fer-
romagnetic alignment (b) antiferromagnetic alignment of localized spin. Thategpetic
alignment of the localized spins stabilized through Hund’s exchange coupling
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In the earlier exchange mechanisms, we have considered systems withgen mtmber of elec-
trons per site. In a mixed valence system, the average number of electraasipe site is non-integral,
so even for strong correlations, U, electrons can hop between sites witpabat of U. So, this
mechanism asserts that the conducting electrons will remember their spin orienfaffent of strong
Hund’s exchangey) when moving around. These compounds are usually metallic and ferrotitagne
for example, in La_,Sr,MnO3 [58]. La in perovskite LaMn@is trivalent (L&") so Mn goes to Ma+
oxidation state with configuration ojgteé. When Sr is doped in the system it goes & %nd so, Mn
goes into Mft* oxidation state with configuration cggteg. The g electrons, which are usually strongly
hybridized with the O-p orbitals can be treated as itinerant electron in the sybidiis system the
tog electrons which are less hybridized with O-p orbitals and found deeper vatance band can be
viewed as core-spin. The strong Hund’s exchangealiples the itinerantygespin ofo = % with the by
localized spin of S :g The mechanism is illustrated in Fig. 1.10, where the delocalization ofgthe e
electrons occur when the core-spins are ferromagnetically aligned. niihie@omagnetic alignment

is not favored by intraatomic Hund'’s exchangge J

1.11 Model for Ferromagnetic Insulators

There are several ways to get ferromagnetic insulators like chargemgdorbital ordering. Here we

discuss two important routes to get a ferromagnetic insulators.

1.11.1 Goodenough-Kanamori-Anderson rule

Usually, magnetism in insulators is described by the super exchange risulhvanich leads to antifer-
romagnetism. One of the principles that can be used for designing a femetia@igsulator is based on
superexchange mechanism. The superexchange strength and thiggspieat not only depend upon
the angle M-O-M as discussed earlier under section superexchange matdalsd depends on the
filling of the d orbitals on the metal atom. On the basis of various observationspbssmi-empirical

rules were developed over years by Goodenough and Kanamori. Thefegatines of Goodenough-
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Kanamori-Anderson rules [59—61] are summarized as,

(1) the superexchange will be antiferromagnetic when both orbitals on ritslare either half-filled
or when both are empty, shown in Fig. 1.11(a) and (b) respectively,

(2) the superexchange will be ferromagnetic when either (i) when onloidbempty and the other

half-filled or, (ii) one orbital is half-filled and the other full as shown in Higl1(c) and (d) respectively.

a) AFM b) AFM

Figure 1.11 The Goodenough-Kanamori-Anderson rules: In a°1§8ometry of d - p - d
group, (a) and (b) yield the antiferromagnetic alignment of spins on d orbitdite in (c)
and (d) the favored alignments are ferromagnetic.

It can be explained by schematic diagram shown in Fig 1.11. We have eoedifbur possibilities
and the resultant spin alignment according to Goodenough-Kanamori heda3t two schemes favor
ferromagnetic alignment. These two situations can be used to get ferromagnetissulatdrs. This
route is possible if we place an atom with fillegllevels at one transition metal site of a doubled per-
ovskite structure and another atom with empjyexels we can stabilize ferromagnetism in insulators.
One example where this has been realiB&NiMnGOg, which will be discussed in chapter-5 of the

thesis.
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1.11.2 Kugel-Khomskii Model

Another route to get ferromagnetism in insulators lies in physics of orbitidrorg. Effects of the
orbital ordering on the spin configuration was first discussed by KugkKdnomskii, popularly known
as Kugel-Khomskii model. In few compounds, the partially filled levels (exg. & etc.) make the
orbital degree of freedom active and play an important role in the spiardigs.

Kugel-Khomskii showed in a seminal work that in the strongly correlated matevith degener-
atetog or eg symmetric orbitals, within a purely super-exchange mechanism through noatyyeffects

could give rise to the orbital-ordering phenomena [62]. Associated witlspire (up or down) and

a)
AE =0 AE = -2t?|U
b)

il

AE = -2t2JU-Jy AE = -2t?[U"

T |
- |

Figure 1.12Super-exchange in the case of two-fold degenerate orbitals, two tblerand

red represent two different orbitals. (a) shows ferromagnetic atiefe@mromagnetic spin
alignment and corresponding energies in ferro-orbital stacking argh¢ys ferromagnetic
and anti-ferromagnetic spin alignment and corresponding energies inrantibital stack-

ing .
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orbital configurations, Fig. 1.12(a),(b) illustrate the energy gains calcutgteding second order per-
turbation theory within super exchange modél, U’ andJy are the intra and inter-orbital electron
correlations and the Hund’s exchange strength, respectively. Frami.ER(D) it is clear that the par-
allel spin configuration with different orbital character is favored by #isircoupling. One simple
example is the magnetic ordering in LaMgi@vhere the orbital ordering in xy-plane results the ferro-
magnetic spin coupling in the plane, while ferro-orbital stacking leads to amtifergnetic alignment

in Z-direction.

1.12 Motivation of the Thesis

In this thesis we have studied various complex ordering that take place iititmmsetal oxides us-
ing a combination of ab-initio calculations as well as a mapping onto model Hamiltonianswehe
possible. A substantial portion of this thesis is devoted to the study of fermetiagnsulators and
the microscopic considerations that results in ferromagnetism in an insulating statdapter-2 i
have discussed the basic methods used in electronic structure calculatiotesl With the many body
Hamiltonian we have discussed different approximations and approadties has been useful to
understand the basic principles on which density function theory works.

Ferromagnetic insulators are rare. In most transition metal oxides, ferretigmgris usually ac-
companied by metallicity K,CrgO14 is one such example of a material which exhibits ferromagnetism
even in its insulating phase with a metal to insulator transition taking place at a tempeyb@f K.

In Chapter-3 we have studied the electronic structure for the compound. We have pbpbarge
ordering as one route to explain the ferromagnetic insulating phase. K intmgocmd behaves like
a perfect donor. We expected the doped electrons to occupy all Cesitedly as there was nothing
in the structure that distinguished between them. However, we found tharfeites were preferred
over others, resulting in the existence@f* andCr*t sites in the ratio 1:3. The charge ordering we
found was governed by a polaronic distortion and electron-electron atitena aided in stabilizing the

insulating state. lIithapter-4, we have presented the microscopic model to captured various aspects of
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this charge ordering. A microscopic model has been constructed usith@@i-O-p as its basis as well

as constructed a basic model to understand the ferromagnetism. i havermalsared the analogous
compounRpCrgO16 which has the same structure but the ferromagnetic transition temperature is 100
K higher than that oK,CrgOss.

In Chapter-5 we have studied the consequence of Cr doping@a. VO, is a well known example
of a system which has been studied for its metal-insulator transition. While theveak focused
on the insulating monoclinic phase, recent studies have found interesting Eresgdns in the rutile
phase also. In this thesis we have studied Cr doping in the rutile ph&s@,ofhich is found to be an
insulating ferromagnet. An isovalent substitution of V by Cr would result in Cptidg the 4+ valence
state. However, we find a polaronic distortion taking place resulting in the formatior’™ andv>+
motifs, with the other vanadiums remaining in ¥&" state. This leads to the insulating ground state
which is also ferromagnetic.

In Chapter-6 of this thesis we have examined a set of design principles to generate afdass
romagnetic insulators. According to a rule originally postulated by Gooagnon perovskite oxides
two different transition metal atoms arranged in a rock salt structure ondichvhas half filledey
levels and another with empgy levels will be a ferromagnetic insulator. This principle in addition to
the introduction of Bi or Pb at the A-site of the perovskite was used to gentaoelectric as well
as ferromagnetiBioNiMnQOg. Considering this compound, we first examined whether this compound
was a ferromagnetic insulator. Interestingly we found that calculations usB#y f@r the exchange-
correlation functional within density functional theory did not find any magnetieiang. One had to
go beyond GGA level calculations which we did by using an orbital depérmeantial in the frame-
work of GGA+U calculations. This was able to explain the ferromagnetic stale. ofigin of the
stabilization of the magnetic state of ferromagnetism is understood in terms of atipiogonsider-
ations within a multiband Hubbard model. Having described the ground state magnetiarstiue
next examined whether the material was ferroelectric. Experimentally thiowad to be ferroelectric
as it showed an anomaly in the dielectric constant as a function of temperatureal€ulations reveal

that this compound is not ferroelectric.



1.12 Motivation of the Thesis 27

In Chapter-7 we have studied the well known example of ferroeled®ad iO;. We have examined

the microscopic considerations that result in ferroelectricity in the well-krnexample of BaTiO3.
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Chapter 2

Theory of electronic structure calculations

2.1 Introduction

The behaviors of electron in the system is governed by quantum meclesamicstatistical mechan-
ics. Theoretical methods of quantum mechanics and statistical mechaninsiartool to understand
the electronic structure of the matter. Any physical system made of atoms and @iosist heavy
positively charged particlaucleiand light negatively charged partioidectrons If N, andNe being
number of nuclei and the electrons in the system respectively, then thHemprobn be described by the

following Hamiltonian

ﬁz Ne ﬁz No Z|e2 e Z|Z\]e2
He——— S 2 — o 2 — - - 2.1
2mei: Vr, 2|\/|| IZ\VRI %|R|—I’i| i; ]ri—rj| |;|R|—RJ| ( )

wherer; is the position of the'" electron. R is the position of tha™™ nucleus,z, is the atomic

number of the nucleusne is the mass of thé" electron andV, is the mass of th&" nucleus respec-
tively. The first term of equation 2.1 is the kinetic energy term for the elestvdnle the second one
is kinetic energy term for the nuclei. The last three terms are the potentigyeteems describe the
interaction between electrons and nuclei, between electrons and betwewrrcltierespectively. The
exact solution of the Hamiltonian is not possible. The central issue in elecstogture calculations

is how accurately we can solve the equation (1) specially the 3rd term whitdtisamic correlations.
33



34 Chapter 2 Theory of electronic structure calculations

The nucleus is much much heavier than the electrons, so, the motion of nucleus icaroted
when we are considering electronic motions. This is approximation is the Borarbppner [1] or
adiabatic approximation. This makes the 2nd term which represents kinetyyarieclei very small
and so we can ignore it safely. . The last term of Hamiltonian which is ion-itardotion will be
constant and we can drop the term from the Hamiltonian. So this approximatioced the complex
problem into a problem of N electrons only moving in the field of fixed ion cofidse equation (1)

reduces to the following form

He % h? o2 Z,€ L1 &
ZlZme fi 471&) Ri—ri| ~ 24me & |ri—rj|

(2.2)

2.2 Single-particle approximation

Even with the simplification solving the many electron problem is very difficult archeed further
simplifications. We need to map the problem onto a single particle in which we caceréte problem
into a problem of single particle moving into some kind of effective potential. &dece the problem
of interacting particle into problem of non-interacting particles. electron-eledtiteractions. The
approaches towards the problem may be classified into two categ@iesfunction basednddensity

functional theory based approach

2.2.1 Wave function based approaches

There are two basic single particle approaches Hartree like and Hadodkelike. Both are similar
in the sense they both assume electrons are uncorrelated except thaiuigteybey Pauli exclusion
principle. In 1928 Douglas Hartree [2] Hartree first time approximate mésgtren wave function
as a product of single-electron wave functions. The Hartree approximateapable of solving the
multi-electron Schrodinger equation of the wave function of the fgr(m,ro, ....... ,'n), wherer; is

spatial coordinates. He solved the equation for each electron moving intalceotential due to

other electrons and the nucleus. This approximation treated electron-elegprdsion in mean-field
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way and neglects the exchange and correlation completely. This also doed&aeaito account the
nature of electron wave function which must be antisymmetric as electron is fertmd®30, next
level of sophistication has been proposed by Fock [3] which takes intauatthbe antisymmetric
nature of electron wave function. In place of taking total wavefunction as@ugt of single electron

wavefunction he took total wavefunction as slater determinant.

r(re) Ya(rz) - ga(rn)

Wa(ra) Wo(rz2) - a(rn) 2.3)

Un(ry) Wn(rz) -+ UnN(rN)
By using variational principle we can show that such one electron wawtifms satisfy the
Hartree-Fock equations like
)

= om

Ve, FVion(ri) + VP AV (1) (ri) = () ya(ri) (2.4)

The determinant form of wavefunction above is helpful in obtaining the axgé term in addition to

Hartree potential.

ez;/dg‘r’w}*(r")wj(r")‘r _1r,‘ (2.5)
_% z/dsr/w;‘(r/)wi(r’)“_lr/'wj(r) (2.6)
J

that acts between electrons of the same spin. Applying this third term to theeélaguation leads

to the Hartree-Fock equation. The latter equation is written as follows:

HY(r) = [Telec+ Vion(r) + Vered i (r Z/dsrle JWi(r )’ "-»UJ( ) (2.7)

The screening potential consist of both these Hartree and exchangeTike exchange terij*
is difficult to derive in practice due to its not non-local nature. Consetlju¢he computational cost

for Hartree-Fock approach is very high which restrict the method to systbiss. In agreement with
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the variational principle, the Hartree-Fock eneBjjf is higher than the exact ground state energy of

many body system

2.2.2 Density Functional Theory

Density functional theory (DFT) is one of the most popular tools for predictiegytbund-state prop-
erties of electronic systems (metals, semiconductors and insulators). igireafrDFT lies in the
classic paper of Hohenberg and Kohn [4] in 1964. They assume defigigrticle in ground state as
basic variable and all properties of the system can be considered tidue fimnctional of the ground
state density. Modern days treatment of electron in condensed matter isdraielformulation of
DFT by Kohn and Sham [5]. DFT becomes popular in 1970s and 1998reftearkable success of
Local Density approximations(LDA) and generalized-gradient appraiam@GA) functional within
the Kohn-Sham approach.

In DFT one ignores the precise details of the many-electron wave fungtion,r,...,ry) and

considers the density of electrons in the system

p(r) :N/L,U*(r,rz,...,rN)w(r,rg,---,rN)drzdrg...drN

as the basic variable.

Although DFT is significant, it fails to properly describe the van der Waalsefoin sparse mate-
rials. It also underestimates the band gaps of semiconductors and someletirmic properties of
highly correlated systems and this is related to aspects of formalism that wesltselow. It is still a

current focus of improvement in research.

2.2.2.1 Basic theorems of DFT and Kohn-Sham equation

Density functional theory is based upon two basic theorems first givepraned by Hohenberg and
Kohn [4]:
Theorem | : For any system of interacting particle in an external potelMig) There is a one-to-one

correspondence between the ground-state depsity and the external potential M, except for a
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constant. An immediate consequence is that all properties of the systemexpteation value of all

observable® are unique functional of the exact ground-state electron density:
(W|O|w) =Olp]

Proof: Suppose that there are two different external potentidls and \Z,, which are differ by
more than a constant and they corresponds to the same ground state dénkityhe two external
potential will result into two different Hamiltoniat]* andH? and two different ground statefs and

», which are assumed to have the same ground state der{sity(- is not the ground state ¢f*, so

E1 = (¢n[Hilgn)
< (We|Hi|dr) = (P2 Ha o) + (Yn| [H1 — Ho] [¢n)

< Bzt [drp(r) V() ~Va()]
We can get similar equation fé by following the same steps,
£z < Ex+ [ drp(r) [VE(r) ~Va(r)]
adding both the equations we will arrive at contradictory inequality
Ei+E<BE+E

Hence the assumption of identical density arising from two different extgotahtials is wrong.
This automatically implies the following:

A given p(r) uniquely determines the external potenti@l) to within a constant.

4

SinceV(r) is fixed, the Hamiltonian and hence in principle the wave-function is also fixed by the

density.



38 Chapter 2 Theory of electronic structure calculations

Since the wave-function is a functional of density, the energy functiBpgb| for a given external

potentialV (r) is a unique functional of the density.

Upto now there is no prescription has been given to solve the problem. Wélkfacing the same
problem of many electron moving in the potential due to the nuclei.

Theorem Il : For any particular ¥, A universal energy functional B} can be defined in terms
of the densityp and the exact ground state energy is the global minimum value of this functitiml.
functional Ep) alone is sufficient to determine the exact ground state energy and density

Proof: Since all properties are uniquely determineg(f) is given, then each property can be

written as a functional ob(r). So we can write total energy functional

Evec[0] = (YT +VW)+ (WNVexW) (2.8)
Frk
- FHK[p]+/p(r)Vext(r)df (2.9)

The functionalFyk [p] includes all internal energies, kinetic and potential, of the system of inter-
acting electrons. Which must be universal as kinetic energy as well agipb&arergy of the system is
functional only of density.

Suppose a system with ground state dengity). Then the Hohenberg-Kohn functional is equal

to the expectation value of the Hamiltonian in the unique ground state, which haswb&unctiony;

Er = (¢n[Hil¢n)

now consider a different ground state dengityr) which corresponds to a different wavefunction

Y- So,

E1 = (Yn[H1|gn) < (Ye|Hi|Y2) = E;
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So it follows that if the functionalFyk is known, then minimizing the total energy of the system
with respect to density function, one can find the exact ground state danslignergy.
Now to reduce the expression2.8 to a single particle equation, one can wréapdfgy functional

as

Fik(p) = T(p)+En(p)+Exc(p)

Here, the second term is the mean field inter-electron coulomb energytoeg&lanergy came from
the electron-electron term in the functional. The third term in the expressioa ti-classical many-
body exchange correlation energy functional. So, the ground-staigygnectional in the Kohn-Sham

approach is

Eve [P] = To[p] +Vh [P] + Exc [p] + Vext[P] (2.10)

First term in the expression is non-interacting kinetic term. The correspghtiimiltonian known

as Kohn-Sham Hamiltonian is

Hcs = To+Vi +Vxe+ Vet (2.11)

R? & ) o ow
= _2meDi2+4T[50/|f£2 df +Vxc + Vext

where the exchange-correlation potential is given by the functionalatisey

~  OExclp]
Vxc = 5p

For evaluating the energy functioral,,, [p] 1) We need a self consistent method to get the ground

(2.12)

state density correctly 2) The evaluationTgffrom p(r) can not be done directly 3) The change func-
tional EXC) is unknown and must therefore be written in simple and sufficiently accunate fo
These difficulties were resolved by using Lagrange’s multiplier technique yamaitimizing the

Eks (BEv., In EQ.2.10) with constraint of normalized densjty (r)dr = N.
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55 Exslp] AN} =0 (2.13)

A is the Lagrange multiplier. Using Eq.2.10, one gets,

C;;)([f)] +Vks(r) =A @19
where
- € [p() o OBxc
VKS(V)—V(r)+4n&)/|r—f|dr+5p(r)

Kohn and Sham showed that solving Eq.2.14 is equivalent to solving thevfotiset of single-particle

Schrédinger-like equations for the variational wave-functions of fictitiousinteracting electrons

ﬁZ
{—ZmeD%va(r)} @=&q (2.15)

where@ andg; are the single-particle wave-functions and eigenvalues, respectivelytisatp (r) =
sNo(r)" @(r). The Eq.2.15, therefore, represents the set of Kohn-Sham selffstemt equations. The
solution of this equation start with a initial guessadf ).

Upto now we have done with first two problem through self-consistentgico of the above

equation but we still have the third problem of exchange-correlation fundtiona

2.2.3 Exchange-correlation functional

The exact form of k(p) is unknown and the challenge in DFT is to approximate this term. This term
contain 1) Exchange energy, arises from antisymmetric nature of wavefiui®) Correlation energy,
which contain kinetic term as well as coulomb term(arises from inter-electrepiglsion) and 3) a
self-interaction correction. As the form of the exchange-correlation furedteme not known, approx-
imations have to be made which makes DFT an approximate theory. There aral sgproximations

to the exchange correlation, namely local density approximation(LDA), géned gradient approxi-
mation (GGA), Meta GGA and Hybrid functionals. In this section we focus in detather. DA and

GGA.
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2.2.3.1 Local density approximation (LDA)

A widely used approximation called the Local Density Approximation (LDA) is taplase that there
exist a exchange correlation energy density and the exchange correlaéayy ef a point in the
space of the system is only related to that electron density at that point. M8&leothe density is
homogeneous over a distance comparable to the inverse fermi \ectdWe may approximate the
exchange-correlation energy as the summation(integral) of the electroiibatintr from a volume

which depends on the electron dengity ).

Be = [ p(Daclp(n]d (2.16)

From a theoretical point of vievey is parametrized by Hedin and Lundqvist [6]. In some of the
work where LDA is applied instead of GGA, the Perdew and Zunger [@matrization is employed.
LDA is found to be exact for transition metals due to the fact that the electnwsitgevaries smoothly.
The reason that the LDA is exact is to fulfill the correct sum rule for ttelarge correlation hole. The
said hole is explained as electrons avoiding each other at a point r, teygglihe Pauli exclusion
principle.

The main deficiency of the LDA was the strong overbinding with bond engigierror by about
one electron volt. On the one hand, this rendered LDA useless for mdgtamms in chemistry. On
the other hand, the problem was hardly visible in solid state physics wheds laoe rarely broken, but

rearranged so that errors canceled.

2.2.3.2 Generalized gradient approximation (GGA)

Generalized gradient approximation (GGA) was developed to improveamcaf LDA. In LDA, the

exchange correlation energy density is a function of the local electron demk#yeas local variations
of the electron density are also important. GGA takes into account the dehdity electron and its
gradient at each point in the space. several GGA functionals like Pefdhavg 1991 [8] and Perdew,

Burke and Ernzerhof (PBE) [9] are the most popular. It takes a fonimwincludes the gradient density
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B = [ soflp.vplp(r)dr (2.17)

This equation depends only on the general feature of the real spastumion wheref is a
parametrized analytic function, angd is the gradient density of the electrons. The equation above
is only based on the systems of non-spin electrons. If we consider elgatith different spins, the

system exhibits magnetism and now the equation above will take the form ofexmsitids,

Exclo T4l = /excf[p,p,vp 7, vp Lp(r)d® (2.18)

GGA in most cases improves upon the LDA in the description of atoms and solidafdldf also
tends to improve the total energies and atomization energies [11, 12]. Thelémsity approximation
(LDA) underestimates the lattice constants by 1% while the GGA overestimatedtibe fparameters
by 1%. It also reduces the chronic overbinding of the local densitycpations [13]. It tends to
improve the energy band gap between valence and conduction bandsas#seot semiconductor and
insulator materials[114]. The generalized gradient approximation is efficieomputational cost and

is numerically accurate and quite reliable.

2.3 The basic methods to calculate electronic structure.

The methods of solving the Kohn-Sham equation and to obtained the eigenaald@igenfunctions
can be categories in two categories. Methods which are based 1)@cé&-approach, 2) Real space
approach. For periodic solids, one usually exploits the translational petjoditd handles the solu-
tions in k-space. For finite sized molecules and clusters also, k-spaceabsaised by constructing
super-cell and imposes periodicity artificially in the system.

Regardless of whether it is k-space approach or real-space appmee has to choose an appro-
priate basis set to expand the single-particle wave-functions. The chdi@esis functions, different

schemes, can be broadly grouped into two categorigsmethods using energy independent basis



2.3 The basic methods to calculate electronic structure. 43

sets like tight binding method using linear combination of atomic orbitals (LCAO) type Fb&js
pseudopotential method using plane wave basis [15],(&hanethods using energy dependent basis
set, like cellular method [16], augmented plane wave (APW) method [17] anddhénga-Kohn-
Rostocker (KKR) Green’s function method [18], which use partial waweBasis set. In this thesis,
we mainly used pseudopotential method with plane wave basis, as implemente®ierthaab initio

simulation package (VASP) [19].

2.3.1 Pseudopotential Method

Pseudopotentials have been introduced to (1) avoid the core electpiititigxo reduce the computa-
tional cost and (2) to avoid the rapid oscillations of the wavefunction near ttleus) which normally
require either complicated or large basis sets. the electrons in the outermost atmths, the so called
valence electrons, actively participate in determining the most of the chemitahgsical properties
of molecules and solids. This leads to the idea behind the pseudopotential tBasigally in this
method for.the valence wavefunctions one constructs pseudo wavefunstiaisare identical to the
true wave functions outside the augmentation region, which is called core relgiom the pseudo
wavefunction, a potential can be reconstructed. Here we will developatsie boncept of pseudopo-
tential by a simple transformation of single-particle Kohn-Sham equation (f&hfatom where core
and valence states are denotedasindy" respectively. A new set of single-particle valence states

can be defined as
W) = @'+ 5 acys(r) (2.19)
C
wherea. are determined from the condition that andy° are orthogonal to each othiee (@"|Y°) =

0 which givesa. = - (/°|@"). Eqn. (2.15) then can be manipulated, with the help of Eqn. (2.19), to
Ts+Vis+ 5 (€7 = 9)|¢°) (0| @' = e'¢" (2.20)
[

with €€ as the eigenvalue of the core state. Consideving Z(s" — &%|yC) (Y°| which is a repulsive
[

potential operator (as’ > €°, makingeV - €€ positive), Eqn. (2.20) can be written as

[Ts+Vpd @' = ' (2.21)
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The operator
Ves=Vks+ ) (€~ %)) (4] (2.22)
[

represents a weak attractive potential, provides the balance betweendhtvatpotential/ks and the
repulsive potentiaVig, and is called a pseudopotential. While the new st@tesbey a single-particle
eguation with a modified potential, but have the same eigenvaluas the original valence staig’,
are called pseudo-wavefunctions. Through the pseudopotential faromjlae have constructed a new
set of valence states, which experience a weaker potential near the atari@as, but the proper ionic
potential away from the core region. Since it is this region in which the velefextrons interact to
form bonds that hold the solid together, the pseudo-wavefunctionsrpeesi the important physics
relevant to the behavior of the solid.

Since then several methods have been used to generate more accuet@asnere efficient pseudo-
potentials.

Good construction of pseudopotential requires a core radius aroundtémenost maximum of the
AE wavefunction, because only then the charge distribution and moments of theadfunctions
can be produced by the PS wavefunctions. Therefore, for elementstiitiyly localized orbitals like
first-row, 3d and rare-earth elements, the resulting pseudopotentiaiseragarge plane-wave basis
set. To get ride of this problem we can increase the core radius sigtlfidmyond the outermost
maximum in the AE wave-function. But this is not a satisfactory solution becaesgahsferability
of pseudopotential is always adversely affected when the core redinsreased, and for any new
chemical environment, additional tests are required to establish the reliabilitglogsft PS potentials.

The success of this approach is partly hampered by rather difficult cotistr of the pseudopoten-
tial. Later Blochl [20] has developed the projector-augmented- wavéd/jRAethod, which combines
idea from the LAPW method with the plane wave pseudopotential approadtinally turns out com-
putationally elegant, transferable and accurate method for electronic sérgelaulation of transition

metals and oxides. Below we have outlined the idea behind the PAW method.
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2.3.2 The Projector-Augmented-Wave Formalism

The draw back of pseudopotential method is the lost information of waveifunscnear nuclei which
can influence the calculation of certain properties, such as hyperfinenptars. Another problem is
that one don't know when the approximation give reliable results. P. E.hBliic1994, developed
the projector-augmented- wave (PAW) method [21], which offers autgdgriane wave method as a
special case and the plane wave pseudopotential method as a well dgfpregdimation. At the root
of the PAW method lies a transformation that maps the true wavefunctions with timepiete nodal
structure onto auxiliary wavefunctions that are numerically convenientr Kagsse and Joubert [22]
modified this PAW method and implemented it within the plane wave code of VASP.

In this formalism, the AE wavefunctioW, is derived by linear transformation of the PS wavefunction

Y.

Wn) = o)+ Y (1@) — @) (il ¥n) (2.23)

The all electron partial waveg are the solutions of the radial Schrédinger equation for the isolated
atom. The PS partial waves are equivalent to the AE partial waves outside a core ragliuBo meet
the boundary condition these two wavefunctions match both in value and sithgetatundary.. The
projector functionp” for each PS partial wave localized within the core radius, obeys the condition

(ﬁi\cﬁj> = ¢j. From Eq.2.23, the AE charge density in PAW method can be written as,

p(F)=p(F) +p'(F) —p*(F) (2.24)

wherep is the soft pseudo-charge density calculated directly from the pseuddunations on a plane
wave grid. The on-site charge densitig'sandp* are treated on radial support grids localized around
each atom. It should be mentioned that the charge depsiig exactly the same gs! within the
augmentation spheres around each atom. In PAW approach, an additiomatadied compensation
term is added to both auxiliary densitigsandp?! so that the multi-pole moments of the terpis— p*

in Eg.2.24 vanish. Thus the electrostatic potential due to these terms vanisside the augmentation

spheres around each atom, just as is accomplished in LAPW method.
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2.3.3 The tight-binding method (LCAO method)

One of the standard methods for solving the periodic potential problems met ihebry of the elec-
tronic structure is the LCAO(Linear combination of Atomic Orbitals) or bloch or Tighding method.
The tight-binding Hamiltonian for a periodic system is given by
H = Z £,8) a0+ > Z (t2a] ay,0+h.c) (2.25)
ilho TR

where, first term represents the onsite energy term. The second tewppid term representing
hopping of a electron with spia from the orbitals labeleti with onsite energies equal & in theith
unit cell to those labeleld in the jt" unit cell, with the summations andl, running over all the orbitals
considered on the atoms in a unit cell, arahd j over all the unit cells in the solid. Thus, orbitals in a
solid can be represented by two indiceandls, henceforth referred to as the sety). The hopping
interaction strengtkti'gl'z) depends on the nature of the orbitals involved as well as on the geometry of
the lattice [14]. The hopping integrals fall off rapidly with distance [23],is¢ sufficient to consider
those terms in the Hamiltonian which allow the electron to hop to orbitals on neaigkbor atoms.
Further, since the Hamiltonian is independent of the sginfor the rest of the discussion we can drop
the spin indices of the operators. The Hamiltonian can written in the momentum IspacEourier

transformation of the operators given by

T _ i T 'k.r"l
a'”l - \/N Zakllel

so that,

H = ZslﬂTllaillJr > Z(|1|2all aji, +h.c.)

<IJ>ly

Z Z( (ti2al e e Mz +hc)
<> 1,12,k K
An advantage of this representation is that we can write the Hamiltonian as didtioks thor eachk

value, thereby simplifying the problem. In order to realize this, we first defiget of vectorE%'C%'2 for

the orbital (,11), that connect it to the orbitalg (2) on nearest neighbor atons,, = ry, + R'U}'Z. As a
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result of the periodicity of the lattice, the set of vect®%? are the same for every, (1) independent
of the unit cell indexj. As the hopping integrals, between orbitdld;) and (j,1,) depend only on the
vectorRgd"? connecting the two orbitals involved, the hopping strerfjthin the Hamiltonian can be

replaced wittt{'2. Therefore, the Hamiltonian becomes,

1 t K.y ik
H = N%gsllakllak”lel g M

1 L Il
+92 Z (t2af, ek e R )
N a ilqlok kK

1 i(k—k'). 1 i(k—k')or: ikl R'12
- N Z g gllalhak/lleh(l M + N z Z (t(lilllzalhaquel(k <) r”le K Ra + hC)
il a il kK

ol
- Z%ellalllak’llé(k_k/)—‘_z Z( (t'"2a, a1, 6(k— K)e ™M Rd” 1 he)
1 a gl kK

= Z Zgllalllakll + Z Z (tclz}lzalllaklze_ik'Rlallz +h.c.)
1 a Khlz

From the above expression, we can see that the Hamiltonian involves termestiog different orbitals

which may be on the same or on different atoms lafp@int. Thus, the problem reduces to solving the

Hamiltonian at eack point in the Brillouin zone. This has to be performed numerically, with the size

of the Hamiltonian matrix equal to the total number of orbitals in the unit cell or suafl ofbitals in

each atom in unit cell.

The eigenfunctions of the Hamiltoniahl, can be written as linear combinations of the atomic

orbitals,q;(r), located on various atoms of the unit cell, given by,
Wir) = > xa(r)
]

Léwdin transformation : The different atomic orbitals involved are not nearilg orthogonal to each
other, specially which are situated on different atoms. However, sincetimafism of second quan-
tization requires an orthogonal basis for the proper definition of fermioatiore and annihilation
operators and their associated Fock space, the Lowdin transformatioma#een used to remedies

this problem. It transforms the involve orbitals into an orthogonal basis set.
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Chapter 3

K-CrgOq6. electronic structure

3.1 Introduction

Correlation effects in transition metal oxides play an important role in modifying thejregties. The
undoped 8 transition metal oxides are examples of strongly correlated systems and thesuafky
insulators [1]. Metallicity and Ferromagetism in these oxides are rare with nidisem exhibiting
either antiferromagnetic or ferrimagnetic ordering. Few special conditionshassitisfied to stabilize
ferromagnetism and metallicity in these oxides. A well knowinoRide used for magnetic recording,
CrQ, is an example of ferromagnetic metal. In this compound Cr is in its formal valerftead
the simple picture of strongly correlated systems suggests an insulating gtated2]. The mech-
anism of ferromagnetism is believed to be of double exchange type arsimgtiie presence of both
localized and itinerard electrons [3]. It is an example of negative charge transfer system. Inatims ¢
pound the d-bands split into two parts one below fermi surface which i$izedsand another which
is spread on both sides of the fermi energy, represents the itinerant etedtytridized strongly with
O-p states. This minimizes the effective correlation and results in a metallic gstated However,
the double exchange mechanism and its variants, used to explain ferrtisagim the oxides re-
quire/imply metallicity. So, the ferromagnetic insulators are even more rare agal arte finds such

3d compounds, one has to look for some other mechanism to explain the groteihdteese oxides.

51
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One such example is of3CrgO16 in Which experiments reported it to be a ferromagnetic insulator [4].
Experimentally they found a transition into a low temperature ferromagnetic insuldtaspt 90 K,
though the paramagnetic to ferromagnetic transition takes place at 180 K.drhgoand could be
viewed as the 25% K doped analogue of a polymorph of Ciiius one has the surprising result that
introducing a non-integral number of 0.25 electrons per Gstouctural motif gives us an insulating
state, which in addition is also ferromagnetic.

As both aspects are unexpected, the first question that comes to mind, is whether working
in the realm of experimental uncertainties, and the stochiometric compound is imggallic. Then
the consequent ferromagnetism is not a puzzle any more. Recent ifixspfe calculations [5] have
examined the electronic and magnetic properties of this compound. In cdotexgteriments [4], they
find that the ground state is a half metallic ferromagnet with the fermi levesicrgshe majority spin
band, while the down spin band has a semiconducting gap. They have egaimen®rmation of an
incommensurate long wavelength charge density wave and they do find taltepane-dimensional
fermi surfaces. Calculation of the non-interacting susceptibility reveals a maxahgnof 0.295*1/c
and 1.70577c with some deviations as a function @f andqy, consistent with the possibility of the
formation of an incommensurate charge density wave. Experimental work ramtree whether the
broadening of the nesting vector is small enough to still allow this scenario tediead. There are
reports of analogous compounds in the literaturgV O, [6] has been found to have an analogous
structure. It exhibits a similar transition from a low temperature insulating phaseigh &emperature
metallic phase. However, here the insulating state is antiferromagneti€rdgkh g [6] has been found
to be semiconducting with & found to be 90 K higher than the K doped counterpart.

K2CrgO16 belongs to a family of oxides called hollandites [4]. These represent a faidgm-
pounds with the general formulaBsO16 Where A represents univalent, large tunnel ions such as Na,
K, Ba, Sr, Rb and Cs and B represents a trivalent or tetravalent cati@exggen octahedron such
as Mn, Ti, Al, Cr, V and Si. The basic network of the Cr octahedra has beewn in Fig.3.1a. One
unit cell, shown by solid line, consists of eight such octahedra which fotonsreel in which the K ion

is situated. The tunnel is enclosed of two planes of Cr atoms in one unit cellCAayom of the top
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plane has as its neighbors two Cr atoms from the lower plane. Of the two Cr,atomss linked to
the Cr of the top plane through an edge-shared oxygen octahedriba tlnehother is through a corner
shared oxygen octahedron. As a result the distance between one @aimtdms is 2.92 A, while
that between the other is 3.42 A respectively. Thus, the structure coots-dimensional zig-zag
chains of Cr-O networks running in the z-direction connected to each ogreeblidging oxygen(02)
as shown in Fig.3.1. This was probably what motivated the scenario of a$erface nesting driven
charge density wave hypothesis. The entire central portion of the seustlike a tunnel running in

the z-direction and this is where the K atoms reside.

Figure 3.1 The network of Cr atoms (a) in the z=0 plane z=0.5 in the xy plane unit cell has
been shown within solid lines. (b) Connection of two nearest Cr ions along Ztidinehas
been shown.
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3.2 Methodology

In view of the problems in interpretation, we examined the problem with a slightlyrdiffeapproach
than considered by Sakamadti al.[5]. In usual x-ray diffraction experiments it is difficult to deter-
mine the oxygen positions accurately especially if large unit cells are invoMé carried out first
principle electronic structure calculations starting with the experimental repstrigcture, but allow-
ing for structural relaxations. In this relaxations, we varied the positions ferdift atoms keeping
the volume of cell constant and minimizing the total energy. We have simulatedRBepéttern for
the experimental tetragonal structure as well as the relaxed structusgrngy"@owder cell 2.3". Both
are almost identical which satisfies the observation that determining the oppgéions from X-ray
diffraction alone is very difficult.

We have carried out first principle electronic structure calculations f@r§O; within a plane
wave pseudo potential implementation of density functional theory using PAWAtadse[7]within
VASP [8]. The generalized gradient approximation (GGA) [9] was usethie exchange and electron
correlations were considered by including a Hubdardf 4 eV on Cr (unless otherwise stated) within
the GGA+U formalism [10]. Calculations in the absencéJoivere also performed for comparison.
The self-consistency was performed with a Monk-horst pack k-ponidsof 4X4X4. We started the
calculations with the experimentally reported structure [4], although we allogreatdmic relaxations
to find the minimum energy configuration. A cutoff energy of 400 eV was @metie plane wave basis
states. In addition to the ferromagnetic arrangement of spins on the Cr sidsaveonsidered various
possible antiferromagnetic arrangements for the unit cell. We have shanaf tivem which are close
in energy to the ferromagnetic in Fig.3.4(a) and 3.4(b) to examine if alternateatia@rrangements
have lower energy. The density of states were calculated using the thtvahmethod, considering

spheres of radii of 2.3, 1.3 and 0.8 for K, Cr and O respectively.
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Figure 3.2 The calculated atom and spin projected partial density of states for (@) ()
02p, (c) Crd and (d) Ksfor U=0. Zero of energy corresponds to the Fermi energy.

3.3 Results and discussion

We first examined the electronic structure in the absence of a HukbardCr. The atom projected
partial density of states for the relaxed structure for a ferromagnetingement of spins on Cr is given
in Fig.3.2. The optimized (experimental) inequivalent Cr-O bond-lengthd 8&(1.87), 1.90(1.91),
1.93(1.93) and 1.97(1.97) A. The system is found to be half-metallic in douledions, consistent
with the earlier theoretical work [5] but inconsistent with experiments [4ar&ining the density of
states we find that the K atoms contributes in the energy interval 6-8 eV di®¥ermi level. At the
fermi level(zero of the energy axis) one has primarily states withl €tates witht,g symmetry with

significant Op admixture. Hence the doped electrons go on to occupy thiestates otyg symmetry.
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Figure 3.3 The calculated Cr~ d spin projected partial density of states for (32 eV,
(b)Ju=3 eV, and (clU=4 eV with the optimized crystal structure of thie=4 eV calculation
assumed. Zero of energy corresponds to the Fermi energy. Théeneaenergy region of
the up spin C¥" and Cf* partial density of states is shown in the inset of panel (c).

The states witley symmetry are found around 3 eV higher. In addition one finds an exclsuhitfeng
of ~ 1 eV of the Crd states. In order to examine how one-dimensional this system is, we have also
plotted the contributions from the two types of oxygen in the unit cell. Ol repteghe oxygens
which are edge shared between neighboring {dCo€tahedra, while O2 represents oxygens that are
corner shared. As is evident from the earlier discussion, O2 cotimecig-zag Cr chains running in
the z-direction. There is a significant contribution of @&tates in the same energy window as the Cr
d character.

After this we have applied electron correlation on the Cr d states, removearatiatry constraints

and optimized the structure. With an improved treatment of electron correlatexiseat the Cr site,
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Figure 3.4 The spin arrangements in one unit cell for (a) AFM1 and (b) AFM2 .

included within the framework of GGA+U calculations [10], the system is insulafiigy §.3(c)). The
eight Cr sites present in the unit cell, now become inequivalent with thgelming localized on two
Cr atoms, than being equally distributed. This is evident from the inset of.B{g)3where one finds
that charge is depleted from one Cr site labeled 43 @nd added to the ones labeled a$'CrThis
charge ordering transition is initiated by a structural distortion of theg@r€ahedra with the bond-
lengths being 1.96A for the €r atom. The Ct* atom has shorter bondlengths, equal to 1.93A with
oxygen. The charge difference between th&'Gind Cf* sites is however only 0.18 electrons in the
up spin channel, a much smaller value than the integral valence changeegkpethe purely ionic
limit. A much smaller than integral valence change has been observed befuiteircharge ordered
systems [11]. The earlier theoretical work [5] did not allow for strudttebaxations and hence could
not find the insulating state in their calculations. The structural distortions locaézdehtron at some
Cr sites over others. However, they are not enough to drive the systeiating. Freezing the structure
of the system to that obtained by relaxations faf af 4 eV, we find that, as we vaky from 2 to 4 eV
in steps of 1 eV, the system becomes insulating at around 3 eV. Thus sditwdigiortions in addition
to electron correlation effects drive the charge ordering transition here.

Earlier, in the context of other systems with large unit cells and low symmetigsibaen observed
that it is difficult to get good refinements of the oxygen positions from xdifisaction alone [12]. We
hope that the current work would motivate further experiments on this itirggesompound. A real

space view of the charge density corresponding to the states found ind¢hgyevindow -0.5 eV to
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Table 3.1Energies in eV per formula unit for different magnetic configurations

Configuration| U = 0

U=4eV

Ferromagnetic
AFM1
AFM2

0.964
0.618

0
0.924
0.526

Er in the calculation performed for4 eV are shown in Fig.3.5. This has been plotted forzt@&5

andz=0 plane. The G as well as Ct" atoms are identified in addition to the bridging oxygens O1

and 02, both of which are found to interact quite strongly with Cr. The ngshiiven charge density

wave scenario seems less likely and a combination of electronic and ionic effectsponsible for

the charge ordering transition as in several other examples [13].

Figure 3.5The calculated charge density of the feature between -0.5 eV and thesieengly
has been plotted. The &rand Cf* ions have been indicated.
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Figure 3.6 The network of C# and Cf+ atoms in thez=0 and 0.5 planes for (a) farthest

cr3t atoms and (b) observed arrangement of'Gitoms in the unit cell.

The next question we asked was where does the energy gain come frimwaiizing the electrons

when it would seem natural that delocalized electrons would have lovezggnOne source of the

energy gain comes by minimizing the repulsive electrostatic energy. Placingdteddetrons donated

by K on two Cr atoms farthest in the unit cell at a separation of 7.58 A, weiimiht energetically the

lowest energy configuration. This is evident from a view of the Cr netwbdwn for thez=0 andz=0.5

planes in Fig.3.6. Taking the full periodicity of the unit cell, this configurationi$e® cases where

the CP+ atoms are separated by just 4.4 A. Instead it is more favorable to place®that®ms at a

separation of 7.05 A (Fig.3.6(b)). Another contribution to the energy gain cénmmsthe intraatomic

exchange interaction(Hund’s exchange) obtained when one has iedieaalization of an electron at

an atomic site.

The entire discussion till now has ignored the magnetism of the underlying laBheuld ferro-

magnetism still be favored in the insulating state? The structural distortion thatdvie time presence

of U, reduces all point group representations to contain ampresentations. A schematic represen-

tation of antibonding levels foEr37°, Cr*3 andCr+* arising from Cr d-O p interactions has been

shown in Fig.3.7. The variation @f(difference between the highest occupied leveCott and the

lowest unoccupied level @r*4) with interaction strengtipdrris shown in upper panel of Fig.3.7. The

onsite energies of & and Cf* are not identical because of the accompanying structural distortion of

the CrQy octahedra.

Considering just the highesty orbital on CP™ and Cf+ sites, the left and right-most panels of
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Figure 3.7 A schematic level diagram of the splitting of the partially occupigatbitals on
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Figure 3.8 The energy level diagram for the levels formed by the interaction &f @nd
Cr*t atoms in (a) FM and (b) AFM arrangements.
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Fig.3.8(a) and 3.8(b) show the exchange split levels on both atoms. Aslaaklsopping interaction,
these levels interact forming bonding and antibonding levels and the ceatrall rgpresents the level
ordering after the interaction for a ferromagnetic (Fig.3.8(a)) and an awotif@gnetic(Fig.3.8(b)) ar-
rangement of spins. There is just one electron in these levels, andremégnetism wins. This is
consistent with our calculated results for competing magnetic configurations3Jabl&Ve note that
the undistorted lattice without charge ordering leads to a ferromagnetic metallindystate, in con-
trast to the experimental results; the magnetism in such cases would belolyitlee double exchange
or a Stoner-type mechanism. On the other hand, the magnetism in the insulating d&ateed from
the ferromagnetic superexchange interaction, as explained above. riftgjs bs to the experimental
claim in Ref. 5, suggesting the existence of a metal-insulator transition (MIF¥) 2% K, while the
ferromagnetic order sets in at a considerably higher temperatur&80 K). This would require the
ferromagnetic metallic state for 95 K T < 180 K to have an origin other than the one proposed
here, based on the charge-ordered insulating state. In this context, itrestinig to note that there is
absolutely no reflection of the "MIT" at 95 K in the magnetization data (Fig. 1 in Bgfsuggesting
that the nature and the origin of the ferromagnetic order is the same abd\eeknv 95 K. In order

to resolve this puzzle, we had a closer look at the resistivity data as a faétibe temperature (Fig.

3 in Ref. 5) by magnifying the figure and digitizing the data points. While the @ealution in the
reported figure is not of sufficient quality to discuss>T230 K regime, we find that for k 230 K,

the resistivity,0(T), monotonically increases with decreasing T, suggesting an insulating stateTor all
less than 230 K and in particular, at the magnetic ordering temperature of.18@Kler to understand
transport properties further, we analyzed the resistivity data in termmpfesmodels and found that
the low temperature( 50 K) resistivity is well-described by variable-range hopping (VRH); this
commonly found in the case of many oxides arising from oxygen vacandiesluting states in the
mid-gap region. The higher temperature00 K) range is easily described as an inhomogeneous sys-
tem with a macroscopic insulating state with small metallic impurities, presumably ariemgdrQ,,

as reported in Ref. [4]. The bandgap of the insulating phase is foundabdig 54 meV.

This is in good agreement with our electronic structure calculation With 4 eV, exhibiting a
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Figure 3.9 Comparison of simulated XRD pattern for both experimental(tetragonal) and re-
laxed(monoclinic) structures
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bandgap of- 160 meV (see the inset to Fig.3.3c). In fact, a combination of these two modelgyrone f
the low T regime and the other for the high T regime, is able to describe almosiradifihe transport
data well, indicating the macroscopic system to be a gaped insulator with low dehsitgap states
arising from inevitable oxygen vacancies with some clusters of metallic impuréyppears that there

is a slightly more rapid change in the transport data around 95 K, as alresaty inaef. 5, but the
small deviation from the above-mentioned model description of transport in thensysould suggest
that this is most likely due to a minority phase and is not an intrinsic property ofttlehismetric
compound, thereby establishing a charge-ordered, insulating ferrotriagm@ominally fractionally
doped transition metal oxide.

In this work, we have studied a class of systems where doping of eledtaus to the localiza-
tion of electrons on two of the eight equivalent Cr atoms present in the uhit Aealysis of our
results reveal that the energy gain for the charge ordering comescfvosiderations of minimizing
the electrostatic interaction between charges, increased intraatomic exawarigbution due to a lo-
calization of the charge and the structural distortions accompanying the chideging transition that
allow levels on neighboring atoms to couple via hopping. This charge oglEensition also allows

the ferromagnetic state to be stabilized even in an insulator.
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Chapter 4

A microscopic model for K,CrgO16

4.1 Introduction

K>CrgO1g is an example of an unusual hollandite which exhibits ferromagnetism in the insidtdieg
Another aspect is that the magnetic ordering temperatyrd@0K) is higher than its metal-insulator
temperature(F&95K) [1]. As a result one has the insulating state developing in the alreayriag-
netic state. This is different from the usual insulating ferromagnets whegaetiam develops in the
already insulating state. In previous chapter we have shown that the insstaia@f Kk CrsO1¢ arises
from a charge ordering transition [2]. Potassium acts like a donor andojtredcelectrons prefer to
occupy two Cr sites, instead of being equally distributing among all the 8 Cr ioag;hthice being
dictated by minimizing their electrostatic energy. The localization of the electro@asite is brought
about by a polaronic distortion which leads to an elongation of one of the @Gm@gsbassociated with
a CrQ; octahedra. The earlier experiments [1] did not detect any structuaalgehin the compound
during M-I transition but, a recent more precise experimental work by Taordyet. al. [4] found a
V2 x \/2 x 1 super lattice formation in the insulating phase [4]. They also found symmetryitayve
from 14/m to P112/a. The structural change involved a lattice dimerization, leading to tetramer forma-
tion of crystallographically four different Cr ions connected by cornersti oxygens. They suggest

that this tetramerization brings the gap and results in an insulating ground statefark a Peierls-like

67
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transition is responsible for the insulating ground state. The ensuring fegratism in the system is
described within the double exchange mechanism by Nishietotal.[3] using a density matrix renor-
malization group method. As our analysis were based on ab-initio calculationk ddes not provide
the microscopic consideration responsible for the changes in the electtardtuse, we decided to
carry out an analysis of the result in terms of a multiband Hubbard Hamiltoniasenight-binding

part was determined by fitting the ab-initio band structure.

4.2 Methodology

The electronic structure of ¥CrgO16 has been studied within a plane wave implementation of density
functional theory in VASP [6]. PAW [5] potentials were used in addition to theX&Bproximation [7]
for the exchange. Electron correlation effects were included within the GGd&pproximation using
the scheme of Dudareat. al.[8].It has a body centered tetragonal unit cell with 26 ions with (lattice
constants a=b=9.7627, c=2.934). We have worked with a primitive unitwgtil 13 ions per unit
cell. The gamma-centered grid 0@ x 6 has been used for our calculations. Energy cut off for the
calculations is 400.0 eV. This experimental structure reported earlier wikteered as non charge-
ordered structure from now. The charge ordered solution for this stejatinich was described in the
previous chapter, will be referred as charge ordered(small) steuctur

The recently reported structure by Toriyamta al. with tetramerization will be referred to as the
experimental structure from now on. At first we started the calculations wéthettent experimentally
reported structure. The positions were optimized and the energy and atiperties of this optimized
experimental structure were studied. The possibility of mixed valency at trete€€suggested that
there might be charge ordered solutions possible. In order to examineafavehbroke the symmetry
of the initial structure and searched for charge ordered solutions. Weused U=4eV and relaxed
the structure. A charge ordered insulating state was obtained as the @tatedIn order to discuss
changes in the electronic and magnetic structure between the chargedstige and the experimental

structure, spheres of radii 2.3,1.3 and 0.8 for K, Cr and O respectingy constructed about the atoms.
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Magnetic moments, charge and the partial density of states were evaluatedtheterspheres. There
are small changes in positions of ions with respect to those reported in theuligeran examination
of the Cr-O bond-lengths reveals that the changes are primarily assbwisttea specific bond-length.

In the previous work [2] we have analyzed our ab-initio results andeptes a model to capture
our results. In this work we have gone a step forward and construetécrascopic model to describe
what are the different mechanisms responsible for Ml transition in the condpdeor that we have
constructed a basis consisting of Cr-d and O-p with their radial partidegdoy maximally localized
wannier functions. This is done using the WANNIER9OVASP interface ]9+$dr extracting on site
energies given and various interaction strengths, to see what are thgesha these microscopic
parameters which make the system insulating.

We have also carried out Hartree-Fock calculations for the experimental/@istructure which
has just the tetramerization and we contrast the results with those of ourtib@ity®ptimized struc-
ture. We have used a home built code for these calculations. We have teddila density of states
by using the tetrahedron methodx8x 8 K points grid has been used for these calculations. The initial

parameters were taken from non magnetic calculations at U=0eV.

4.3 Result and Discussion

In the previous chapter we have shown that K in this compound acts asextpgohor. The extra
electron donated by K prefers few of the Cr sites over others which teastsarge disproportionation.
The high temperature structure for the metallic phase has all Cr sites equivalemtparison of the
bond-lengths reveals that one of the Cr-O distances has changee for #ites in the charge ordered
structure resulting in four inequivalent Cr sites in the 26 atom unit cell asrshwmFig.4.1. It should
be noted that the charge difference between the sites is very small and tge ohdering reflects in
the magnetic moments shown in Table.4.1.

The different colors represent the inequivalent sites. Red, pwrdege and blue colored spheres

in Fig.4.1 represents Crl, Cr2, C3 and Cr4 respectively. We have caiasCr3t which has the
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Crl : °Cr2
Cr3 o o Cr3

cra o ° cra
cr1 o ° cr2

Figure 4.1 The different Cr sites withing small unit cell. The four colors represenis fo
inequivalent Cr sites.

Cr sites| Magnetic Moments at U=4eVYig)
Crl 2.447
Cr2 2.718
Cr3 2.578
Cr4 2.469

Table 4.1Magnetic moments for different Cr sites at U=4eV.

highest magnetic moment within our calculations and all other Cr sit€s*sin our previous studies.

The polaronic distortion as well as electron-electron interactions stabilize éingecbrdered state. The

ab-initio results have been mapped on to a tight binding model which includes bdtar@rO-p states

in the basis. The analysis supplements the ab-initio results and helps us tstand¢he opening up of

the gap under different conditions. The comparison between the calcukatddiispersions obtained

from ab-initio(VASP) and the microscopic model are shown in Fig.4.2. The oesgegies for both

non charge-ordered and charge-ordered structures are giVabli4.2. The four inequivalent sites of

Cr are named as Crl, Cr2, Cr3 and Cr4 in the table. We have given thie energies for two values
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of U to see the effect of U on charge disproportionation. We first examineribrgy level diagram for
the non charge-ordered structure. One can easily distinguish betweewnelsenéht,g symmetry and
those withey symmetry, as these are well separated in energy. Additional distortions lifetfemdracy
within thetyg andeg manifold also. The level ordering remains unchanged as U is decreasedéV
to 3eV. The extra electrons from K will be equally distributed among all the Cs sésulting in a
metallic ground state.

There are large changes in the onsite energies when one goes froomttigamge-ordered structure
to the charge-ordered structure. The lowest two levels of each of tlségSrare occupied similar to
the non charge-ordered structure. The energies of the third levels @rtkites are changed and are
different for each of the Cr sites. Here we find the localization of the eleeirsite Cr2 is energetically
more favorable as we had earlier observed from an analysis of the abrasttts. The polaronic
distortion which we found from our structural optimization is responsible foogening up of a gap
between the third energy level of Cr2 and the third energy level of the @heites and hence one
finds charge ordering. To see the effect of U, we have done the simééysas for U=3eV for the same
structure. The reduction of the gap between the third level of Cr2 and thigtidéother Cr sites shows
that electron correlation U stabilizes the localization of the electrons at some €r Kibsvever, the
difference in the onsite energies for the third highest level suggestswvbaiat this value of U one still
has charge ordering.

There are several Cr-O bondlengths in the problem and so we extthetigderaction strengthdrr
from the p — d mapped model for different bond-lengths. We have plotted these interattengths
as a function of bondlengths shown in Fig.4.3 and fitted it with Harrison’s emplaweafor scaling
of hopping interaction strengths with bondlength. pdrinteractions, the scaling is expected to scale
with distancer, as 2/r4. The fitted value of the exponentds -3.85 which is in good agreement with
the empirical Harrison&Zs law.

Recently, X-ray absorption spectroscopy studies probing thie;gredge by P.Bhobet.al. [12]
found signature of bothiG+ and @4+ features in the spectrum, supporting the view of charge ordering.

Now, let us examine the recent structure proposed by Toriyeinah [4]. They found this structural
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Onsite energies(in eV)
Value of U(eV) | Non Charge-ordered Charge ordered
Cr Crl Cr2 Cr3 Crd
3.595 3.397 | 3.958| 3.590 | 3.435
3.469 3.261 | 3.828| 3.430 | 3.280
4eV 1.416 1.667 | 0.856| 1.315 | 1.840
0.060 -0.132| 0.540| 0.034 | -0.202
-0.130 -0.313| 0.166 | -0.174| -0.269
3.572 3.499 | 3.741| 3.561 | 3.552
3.488 3.414 | 3.615| 3.443 | 3.437
3eV 1.542 1.605 | 1.243| 1.446 | 1.779
0.598 0.526 | 0.850| 0.597 | 0.462
0.398 0.315 | 0.545| 0.359 | 0.363

Table 4.20n-site energies of Cr sites for Charge disordered and Chargesd(derall) struc-
ture from wannier calculations.
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Figure 4.2 Band dispersion comparison.

transition to take place at the metal to insulator transition temperature in the compougd fbey
have done synchrotron X-ray diffraction experiments on single crystady Tound reflection of/2 x
V2 x 1 super structure formation in the experiments. The unit cell for the insulatiagephas been
shown in Fig.4.4. We have also shown the unit cell for the metallic phase witreddmes. The
structural changes can be explained by the formation of tetramers within thdarnitsd by four Cr
ions connected via corner shared oxygens as shown in Fig.4.5. Weslhews only the Cr network
within the unit cell in Fig.4.5. The corner shared Cr ions are shown as aeshikmstructure which has
been encircled by a red line.

These are the units which are getting tetramerized as shown in the right side fajure. The
distances between two nearest Cr ions within the unit are 3.41 A and 3.44efe iBbond alternation
in half of the Cr-Cr chain connected via edge shared oxygens as cinctgéen in the figure. These

has been explained the M-I transition arising from a Peierls mechanism ariddas Oy the tetramer
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Figure 4.3 Interaction strength as a function of bondlength.

Figure 4.4 Unit cell for metallic and insulating phaseskfCrsO16. The structure for metal-
lic phase has been denoted within the dashed square.
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Figure 4.5 Tetramerization and dimerization in unit cell.

formation within the four Cr ions. Ferromagnetism in the system is described witrie dimensional
double exchange model by Nishimatbal[3]. They have obtained a ferromagnetic ground state in the
weak dimerization limit or the small gap limit.

So there could be two origins for the metal to insulator transition- Chargeiongdarthe system or
the formation of tetramers in the four Cr units. For the charge ordering mischan work we need a
U > 3eV while for the peierls mechanism to open up the gap at lower value btthe value of U is
very important to understand the mechanism responsible for the metal-imstdausition as we shall
show with our detailed analysis.

To compare the two structures- charge-ordered and the experimental®e have calculated
the partial DOS within VASP. The Cr-d and O-p are shown in Fig.4.6(a) and Bidp) respectively.
The red color is for the experimental structure while the black solid line repteshat for the charge
ordered structure. The partial DOS shows no significant differert@den the two structures. Even
the states near the fermi energy have almost the same weight for Cr-d-pridr®oth the structures.
We have simulated the X-ray diffraction patterns by the using software “Bowall 2.3, for both the

structures (Fig.4.7) and the pattern found shows very little intensity differamicating how difficult
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Figure 4.6 DOS-comparison between the Experimental and Charge-ordered Structur

is is to distinguish between the two structures. Possibly a probe such asméiffiiaction can probe
the magnetic moment differences and examine if one has charge orderiog or n

In further investigations we started with the experimental structure and triext tthgrge-ordering
in the v/2 x v/2 x 1 structure. For that we broke all the symmetries of the structure and fardesh
ordering in the structure at U=4eV. The charge ordering pattern fosttiieture is slightly different
from the previous report in this unit cell as shown in Fig.4.8. The chaage#ocalized at the farthest
sites within the tunnel formed by the 8 Cr to minimize the electrostatic repulsion beth&®ras now
there are more in-equivalent sites to localize the electrons. The chagyedstructure is again driven
by the polaronic distortion as found in the previous charge-orderedsteudVe find an elongation of
one of the bondlengths for one of the Cr which results into enhancemearswdéting gap. For U=4eV
the energy of charge ordered solution for 12 x v/2 x 1 unit cell is 156 meV lower than the exper-
imentally reported structure which has only tetramerization of four Cr ionsexiad through corner
sharing oxygens. Further, we have calculated the total energies fowshstructures, experimental

P1121/a and the charge ordered structure for the larger unit/@H v/2 x 1. The total energies are
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Figure 4.7 XRD for both Experimental and Charge-ordered Structure.
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Figure 4.8 The network of Cr ions and the charge- ordering patteri2nx v/2 x 1 unit cell.
The blue circles represents the’Cions

shown in Table.4.3 and we can see the charge ordering is stabilized everiangr unit cell for U >
3eV within our calculations.

We have also plotted the band gap variation as a function of U in Fig.4.9. Wee#mas¢he charge
ordered solution has the larger gap than the experimental structure and #udkhavior of band-gap
with U for the charge ordered structure suggests the gap has primarigraotér. While in the case of
the experimental structure the gap open ups at a higher value of U.dfigear up to value U=3.5eV
and then shows a constant behavior with U. This suggests the gap in thisasadifferent origin.

To strengthen our results we have used a Hartree-Fock model and cal¢hiatsand gap for both
the structures which are shown in Fig4.10. We again find the linear variatioanaf gap with U for
the charge ordered structure. For the experimental structure, thegbgnid linear upto U=2.25eV
and then becomes constant upto U=2.75eV. This constant behavior b&tidegap is similar to the
GGA calculations but the value of U is smaller than the GGA calculations. The lindavioe of
the band gap for higher values of U is similar to the charge ordered steudie have calculated the

occupancies of different Cr ions for these values of U. The ocatiparare shown in Table.4.4. We

have shown the occupancy of up spin channel only for different satfid). The Cr which has the
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Total energies(in eV)
U(eV) | Experimental(eV)| Charge-ordered(eV
2.00 -389.916 -389.817
2.25 -386.729 -386.654
2.50 -383.572 -383.523
2.75 -380.446 -380.423
3.00 -377.348 -377.356
3.25 -374.280 -374.320
3.50 -371.239 -371.315
3.75 -368.227 -368.341
4.00 -365.242 -365.398

Table 4.3Total energies as a function of U(eV) for Experimental and ChargereddStruc-
ture.

04 T N 1 N T [ T
@@ Experiment
G—© Charge order

Band-gap(eV)

g
%

3
Value of U(eV)

Figure 4.9 GGA band gap as a function of U for Experimental and Charge-ordémectisre



80 Chapter 4 A microscopic model forkCrgOyg

highest occupancy has been labeled & @nd the Cr which has lowest occupancy labeled 43 @r

the table. We can see that the charge ordering is automatically setting in therexqtat structure and
the charge ordering getting more pronounced for higher values of U. The g&U at which charge
ordering is established in the system is different for the two methods oflaatms due to the different
treatment of U in the two approaches. From a total energy comparison aoliseligit charge ordering

is energetically favored at all values of U in the Hartree-Fock calculationsig.4.11 we have shown
the partial DOS for G and Cf* at U=3eV for the experimental structure. The partial DOS clearly

shows the charge ordering in the experimental structure.

0.8 T T T -
@—@® Experimental

(-6 Charge orderef

Band-gap(eV)

3
Value of U(eV)

Figure 4.10Hartree-Fock calculated Band gap variation as a function of U for Expetathen
and Charge ordered structure.
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Figure 4.11DOS calculated by Hartree-Fock calculation.

Occupancies
U(eV) | Maximum occupied Cr Lowest occupied Ci
1.00 2.964 2.963
1.50 2.924 2.902
2.00 2.885 2.868
2.25 2.913 2.839
2.50 2.975 2.778
2.75 3.024 2.734
3.00 3.084 2.643
3.25 3.118 2.648
3.50 3.135 2.626

Table 4.4Occupancies for maximum occupied and lowest occupied Cr ions as a fun€tion
u.
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4.4 Comparison withRIpCrgOqg

Rb,CrgO;6 is a holandite with a structure analogous te(fgO16. However it is reported to be a
ferromagnetic semiconductor with magnetic transition at 295K and a insulatortraesition at 300 K
[13]. The higher ferromagnetic transition temperature compared@gdO1¢ is surprising. RbBCrgO14
has a slightly larger unit cell volume than®rgO,s Which results in slightly longer Cr-O bond lengths.
This increase in the transition temperature can not be explained by the indameidee Cr-O bond
lengths. In this section we have studied the electronic structure g0, and tried to understand

the microscopic interactions that are responsible for the higheWe started with the experimental

o © o ©
© © o -
o o © o
Q@ o Q o©
o © o ©
° Q@ ° o
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Figure 4.12 Charge ordering pattern found Rip,CrgO16. Big black spheres represents the
Cri* sites.

structure and examined for charge ordering. A similar pattern of chadgeging as found in KCrgOs

is found here also and is shown in Fig.4.12. The charge ordered soluti@nnie¥ lower in energy
than the non-charge ordered structure. The calculated partial dehstiytes for the charge ordered
structure is shown in Fig.4.13. The Rb states constitute in an energy intaraddee the fermi level.
Hence Rb behaves like a donor in the present system also. Phea@d Cf+ partial density of states

are shown and one finds a higher weight in thé*(lﬁg states. One has significant admixture of the O
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Compound| lon | Moment(g) | Charge| ng(up) | ng(down)

Rb,CrgOy6 | Cr3t 2.385 3.443 | 2.796 0.427
Cr+ 2.142 3.407 | 2.650 | 0.522

KoCrgO1s | Cr3t 2.718 5.537 | 3.445 0.787
Cr4t 2.469 5.595 | 3.331 0.920

Table 4.5Comparison of magnetic moments, total charge, occupancies for d(up) emd oc
pancies for d(down).

p states in this energy window.
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Figure 4.13K-S, Cr3*-d, Cr*t-d and O-p partial DOS for Charge ordem@thCrgOss.

A comparison of the magnetic moments in the charge ordered structure is givabl&n4ls. One
finds that the nominally Gt atom has a magnetic moment of 2.385 in,RzO16 while that on C#+
in KoCrgO1gis 2.7184s. . The values for Cr" are also shown for the ¢t atom which is farthest from
the CP* atom.

In order to examine the stability of the ferromagnetic state, we calculate thgyeioerfew repre-
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Configuration | Energy(meV)

Ferromagnetic 0
AFM1 473
AFM2 272

Table 4.6Energies in eV per formula unit for different magnetic configurations at &M 4

sentative antiferromagnetic configurations in the charge ordered state g§h&ig.4.14. The stability
is more enhanced in the case oftgO,5 compared to the present system. This is contrary to what has
been observed in the literature and possibly one must have a model whichscaibel¢he insulator-

metal transition accurately.

AFM-1 AFM-2

Figure 4.14 Anti-ferromagnetic configurations compared with ferromagnetic configuration.

We examine other aspects of the electronic structure eCRID, and compare the results with
K2CrgO16. As the states contributing to the electronic structure are due to Cr d and Onpapvine ab-
initio results calculated for U=0 to a tight binding model that includes Cr d - O p stathes basis. The
comparison for RECrgOs5 is given in Fig.4.15 where the red dashed lines correspond to the ab-initio

bands while the blue dashed lines represent the tight binding structure.
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Energies(eV)
Atom(orbital) | RbCrgO6 | K2CrgOqg
4.293 4.446
4.110 4.219
Cr(d) 3.088 3.163
2.915 3.005
2.867 2.978
0.170 0.056
01(p) -0.050 -0.108
-0.094 -0.172
0.293 0.437
02(p) -0.346 -0.178
-0.647 -0.536

Table 4.7 On-site energies of various atoms fRl,CrgO;6 and KoCrgO,6 from wannier
calculations. O1 is edge-shared oxygen and O2 is corner-shared oxygen
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A comparison of the onsite energies are given in Table.4.7. One finds an aigibshift of the Cr
d tog levels to lower energies in BBrgO16 compared to KCrgO16. A similar but opposite directional
shift of the O p energies associated with the edge shared oxygens mafobed in a reduction in
the effective charge transfer energy inJRisO16 by 0.2 eV. However when one examines the corner
shared oxygens, one finds an increase in the effective chargéetransrgy by about 0.1-0.15 eV with
the corner shared oxygens.

Further analysis is necessary to understand the microscopic origin @frHayhomagnetic transi-

tion temperature in RICrgO;5 compared to KCrgO1g.

--- VASP
--- Wannier
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Figure 4.15Comparison of band dispersions calculated from ab-initio and wanniera&alcu
tions.

In this chapter we have have presented a microscopic model to capturasvaspects of this
charge ordering. A microscopic model has been constructed using 1&t-@-p as its basis. We have
also compared the analogous compoBRMBsCrgO;5 Which has the same structure but the ferromagnetic

transition temperature is 100 K higher than thakg€rgO14
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Chapter 5

Cr doping in VO 5. Ferromagnetism in

Insulator.

5.1 Introduction

Metal to insulator transition in strongly correlated systems have been studideédades due to the
involvement of rich physics [1]. One such example that has been intgnsiuelied isV O,, which in
the bulk form shows a metal to insulator transition at a temperature of 340K ig|high temperature
phase is rutile phase(R) and the low temperature phase is monoclinic phasesdreehalenoted as
M1 phase in the literature. In the monoclinic, M1 phase the V-V ions get dimeriped ¢he c-axis
all are tilted as well. Whether it is lattice distortion (Peierls mechanism) or the elecbroalation
(Mott-Hubbard) effects that drive the metal to insulator transition have debated for decades with
various evidence and arguments. The general view which is now addeptéeoreticians as well as
experimentalists is that it is the cooperation between these two mechanisms whith &metal to
insulator transition [3,4]. Both the mechanism contributes equally and someadiat a Mott assisted
Peierls transition or the vice versa. The non magnetic nature of the transittberfegomplicates the
understanding.

The temperature of metal-insulator transition can be reduced by strain or chdopaagi.e. we

89



90 Chapter 5 Cr doping in V@ Ferromagnetism in insulator.

can stabilize the rutile phase by applying strain or doping(W, Mo, Nb dopiFftg slight doping of Cr
(up to 5 percent) leads to a transition to another monoclinic phase(M2) [5, 6]iaihwhly half of the
V-V chains get dimerized and only half get tilted. This transition is identified at-Mobbard type due
to the antiferromagnetic nature of M2 phase. Powgetl. studied the relation between the dopants
and structure. They applied uniaxial stress along the [110] direction tinatbies M2 phase [7]. At
higher doping concentration_4Cr,O» shows room temperature ferromagnetism as well as insulating
nature in the rutile phase [8]. Recent work by Pipeal.[9] studied Cr doping in VQ. They have used
a combination of x-ray photo emission spectroscopy, resonant inelastjcscastering, and resonant
X-ray emission spectroscopy of thely», OK, and CrlL3 > edges to study the electronic structure near
the Fermi level oWy g2Crg.1802. They find the formation of Grr-vot pairs and they suggest that these
may be responsible for the ferromagnetic insulating state. A theoretical irséstigf electronic and
magnetic properties of rutilé;_xCryO, was carried out by Williamet. al.[10] by using GGA and
GGA+U calculations. They however found a ferromagnetic half-metallicrytatate. They did not
find the occurrence of r-V°* pairs in the system.

In this work we have studied the electronic structur&/f,Cr,O, for x=0.125 and tried to under-

stand the ground state properties of the system.

5.2 Methodology

The electronic structure for rutidO, as well aCr Vi _x02(x=0.125) is calculated using first principle
electronic structure calculations within a plane-wave pseudo potential implemertitiensity func-
tional theory within VASP [11] by constructing a1 x 2 supercell of VQ. We have taken the high
temperature experimental rutile structure and relaxed the structure to get iheumienergy solution.
We have studied the electronic and magnetic properties for this relaxetustrugve have doped Cr
by replacing one of the V atom by Cr. We have studied the effect of Cindopithout relaxation of
the structure and with relaxation. The generalized gradient approximatioA){@@] was used for

the exchange correlation functional and electron electron interactions weas&lered by including a
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HubbardU of 3.0 eV and 3.5 eV on V and Cr respectively within the GGA+U formalism [18].
cutoff energy of 400 eV was used for the plane wave basis states.alhdations has been done for
the ferromagnetic arrangement of spins on the metal sites. The densitiesfata magnetic moments
were calculated within spheres of radii of 1.23, 1.37 and 0.8 for V, Cr anelsPectively. The DOS
has been calculated using the tetrahedron method. A gamma-centeredskmesh of 4< 8 x 8 k-
points is used for the k-space integrations and the solution for the electramitusé was carried out

self-consistently till the energy difference between successive spbestter than I eV.

5.3 Results and discussion

a) Arrangement of octahedra in Unit cell | ) v octahedra

Bond-lengths;
In plane =1.93 A
Out of plane =1.91 A

Figure 5.1 Structure of rutile V@. a)The unit cell has been shown in XY plane. b)4&/O
octahedra has been shown.

The rutile unit cell of VG in the XY plane is shown in Fig.5.1. It consists of a network of fourgVO
octahedra as shown in Fig.5.1a. These octahedra units are rotated wahtreseach other with two
lighter shaded units lying in one plane and two other units consisting of dardedloctahedra lying
in the z=0.5 plane. These octahedra are rotated with respect to eaclpt®@rand are connected

by corner shared oxygens. Each of the octahedra which are affhi$ aetwork consists of in plane
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Figure 5.2Connectivity of VQ octahedra within chain and between chains along z-direction
has been shown.

bondlengths which are equal to 1.93A while the out of plane bondlengéhseduced and equal to
1.91A as shown in Fig5.1b. The connectivity of the octahedra in the z direat®shown in Fig.5.2.
The network of the octahedra consists of edge shared octahedra in thBidhO-V bond angle is
96.2. The neighboring octahedra in the XY plane which are connected bgcshared oxygens have
the V atoms making an angle of 132#8rough the corner shared oxygens.

V in the VO, has ad! configuration. In an octahedral environment, the degeneracy of tHelflve
degenerate d orbitals are lifted into into triply degenergjdetvels and doubly degeneratg levels.
The single electron due to V goes to thg levels. Other degeneracies which are present such as the
distortion of each V@ octahedron as well as the rotation with respect to neighboring octahedra ar
expected to result in a metallic ground state. This is clearly seen in the denstgte$ shown in
Fig.5.3 where both the V-d as well as O p partial density of states are shoWwalf metallic ground
state is found in the calculations with significant V-d character.

We then replaced one of the V atoms in the 8 V atom supercell of thetkW&t we considered
which translates into a doping percentage of 12.5%. The calculated dehsittes in the absence of

any structural relaxation are shown in Fig.5.4. The Cr d partial density t&fsséeie shown in Fig.5.4
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Figure 5.3 V-d and O-p partial DOS for V@has been shown. Blue solid lines represents
DOS for up spin and dashed red line for down spin.

where the up spinp§ states seen to be completely occupied with a very small weight above the Fermi
level. The V atom just below the Cr in the z direction has very small weight ofssketlow the fermi
level. This atom seems to be behaving like & \&pecies. The V atoms which we denote 43 \dre
also found to have a strongly depleted density of states at the fermi levéheSoere addition of the
Cr seems to be bringing the system to the brink of metal-insulator transition. @isdedavor the
3+ configuration over the isovalent 4+ one. To achieve this it grabs efsctrom the neighboring V
atoms, with an electron being grabbed from the V atom with which it sharesgnsb@red octahedron
more than the others. As a result the V which is a part of the edge shareeawetatetwork with Cr
becomes V", while Cr becomes €F. It is also surprising how the system is brought to the brink of a
metal-insulator transition by the doping.

Allowing for structural relaxation, one finds the distortions as shown in FigF.Cr-O bondlengths
increase from the value 1.93A found in undoped M®1.98A. Similarly there is a corresponding de-
crease in the V-O bondlengths of the V in the edge shared octahedron withh€se bondlengths

become 1.85A and we call thesé€V In addition one finds a slight dimerization of thé*atoms as
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Figure 5.4 Cr-d, V-d and O-p partial DOS for Cr doped Y@ot relaxed) has been shown.
Blue solid lines represents DOS for up spin and dashed red line for down spin

shown in the Fig.5.5. The network of the transition metal atoms in then XY planésarstaown.

The Cr-d as well as V-d partial density of states are shown in Fig.5.6. &thep spin states with
tog symmetry that were unoccupied in the case offGranish. Further ¥ becomes more so with a
corresponding increase in the weight of'V This is reflected in the magnetic momentsoft and
V> which is 2.577ug and 0.167usg.

The main change due to relaxation is in the chain consisting 9f @nd \P* ions. The effect of
this distortion could be understood by Fig.5.7. The increased distance Inetwyggen and Cr reduce
the hopping interaction between them which results in lowering of the antibondiaty las shown
schematically in Fig.5.7a. The effect is opposite in the case of V where thidmgihs with oxygen
have decreased which results in an upward shift of the antibonding |&uetsfurther lowering of Cr
levels favors the transfer of electrons from V to Cr. This further loctibmeaof electron on Cr opens
up the gap results into insulating state. The other changes in the relaxedrstisithe dimerization of
V-V in the chain connected to the V-Cr chain. The distances between tworlsdtothe chain which

dimerized is shown in the Fig.5.5.
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Y

Figure 5.5Relaxed structure for Cr doped ¥@as been shown. Changed bondlengths have
also been written.

The final question we asked was where does the additional stability for thgecbalering come
from and why does the V atom from which Cr grabs an electron belong tedfe shared octahedra
network. The answer to both the aspects are related. The metal-oxygéimdpés weaker in the case
of the edge shared octahedra. Hence it is easier to localize the cha@yetlvere. Additionally one
gains from the attractive electrostatic interactions between #eGr** ions. Part of the energy gain
also comes from Hund’s exchange energy associated wititberdiguration that is favored on the Cr
site.

We have examined the ferromagnetic insulating state in Cr doped W@ formation of Ct+-V>+

units are found which stabilize the ferromagnetic insulating state which is alsgecbiadered.
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Figure 5.6 Cr-d, V-d and O-p partial DOS for Cr doped Y(@elaxed) has been shown. Blue
solid lines represents DOS for up spin and dashed red line for down spin.

Figure 5.7 Effect of bondlength changes on bonding and anti bonding levelsdeasdhown
schematic for Cr and V. Blue solid lines and blue dashed lines representridaxad and
relaxed cases respectively.
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Chapter 6

Ferromagnetic insulator Bio,NIMNnO g:

6.1 Introduction

Multifunctional materials have come into the forefront of modern day resemavaiy to technological
considerations. As the name suggests these are materials with more than dioadlipcoperty and
one such subcategory of materials that have received attention in this diraetionkiferroics. These
are compounds in which ferroelectricity and ferromagnetism coexist. Therfiamionembers of this
class of compounds are those in which there is a strong cross coupling behgaeagnetic and ferro-
electric degrees of freedoine. the direction of magnetization can be switched by an external electric
field and the direction of polarization can be switched by external magnetic fieldll reduce the
thermal power of a magnetic memory. It will also provide extra degree of draeéd memory devices.
Despite their usefulness there are very few ferromagnetic ferroelectrtus is because non-zero d
occupancy is needed for magnetism. However there seems to be tendieoifycEntric displacements

of the transition metal atoms to be disfavored in systems with finite d-occupamnven d&nong the
multiferroics that exist, most are antiferromagnetic [1]. Recently a new rougrtonfiagnetic ferro-
electrics was chosen by Azunea al. [2] They adopted an established design principle provided by
Goodenough [3-5] to obtain a ferromagnetic insulator. The idea was &desran ordered double

perovskite oxide of the form\BB Og with ordering at the B-site. Now the transition metal atoms form
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an ordered rock salt structure. By the Goodenough rule if one transitited atem had completely
filled gy levels in one spin channel (half fillegj levels) and the neighboring transition metal atom had
emptyey levels then a ferromagnetic insulator would be realized. Now introducingoam a&hich has
lone pair of electrons such as Pb or Bi [6, 7] at the A-site stabilizes a aeoticcsymmetric structure
which is pre-requirement for ferroelectricity. One such material whickaisikzed by a high pressure
synthesis waBi>NiMnOg(BNMO) [2]. The system was found to be ferromagnetic upto a temperature
of 140 K and although no ferroelectric polarization loops were measureilectlic anomaly was
observed at 485K. Thin film dBi,NiMnGOg [8, 9] grown onSrTiO; however shows clear evidence of

ferroelectricity with hysteresis shows saturation polarization of abp@/ént.

6.2 Methodology

In this work we have studied the electronic structure of both the ferroelestwell as the paraelectric
phases oBioNiMnQg. The route to ferromagnetism as proposed by Goodenough and Kananiciti

was used in this material to obtain a ferromagnetic state has been critically edanimerder to
examine if ferromagnetism emerged, one chids@hich had a formal valency of2 and consequently

a & configuration at thé\i site, andMn which had a formal valency of#4 and a d configuration.
These valencies at thdn andNi sites were confirmed by an analysis of the calculated density of states
within the ab-initio calculations [10, 11].

In order to calculate the electronic structureB#¥NiMnOg, we have used first principle density
functional theory as implemented in VASP simulation package [13]. We havethisguiojected aug-
mented wave method [12]. We have used4ix 4 Monkhorst pack mesh and a plane wave cutoff of 400
eV for calculations.The generalized gradient approximation (GGA) [14Jused for the exchange and
electron correlations were considered by including a Hubbawithin the GGA+U formalism [15].

The total energy was calculated self-consistently till the energy differbetween successive steps
was better than I® eV. The total energy of the ferromagnetic configuration was compared with the

energy of two competing configurations shown in Fig.6.1. In order to undergtarresults further we
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constructed a multiband Hubbard model. The real structure was not takestiigiNi andMn atoms.
TheNi-d andMn-d levels were taken in the basis. Hopping was allowed betWweehandMn-d states

as well as betweeNi-Ni andMn-Mn states. The values of the hopping interaction strengths enter-
ing the model were chosen by a Wannier mapping of the ab-initio band struettoe tight binding
model withNi-d andMn-d states in the basis. Full multiplet Coulomb interactions were included on
bothNi andMn and these were parametrized in terms of the Slater-Condon param&raufd F.

The values of Fand F* which are related to the exchange splitting were varied to change the @rderin
of tog-gg levels onMn and explore the role of different level orderings on the ferromagnttizlgy. A
mean field decoupling scheme was used in order to decouple the four fermiws) &nd the resulting
Hamiltonian was solved self-consistently till the difference in energy betweetessive iterations was
better than 10° eV. A k-points mesh of 1& 10x 10 k-points was used for the calculations. We also
examined if the ferroelectric structure was the ground state structurew@hlidone by calculating the
energy of both structures as a function of volume as the two structuresffeadmt volumes.

There are some work done &pNiMnOg by such approach but they have not compared the non-
ferroelectric and ferroelectric structures( [10, 11]). Even the expsrts on dielectric measurements
shows only the variation of dielectric constant with variation of temperature theyat shown the
P-E hysteresis curve for the sample. To check how stable the ferroekdateds we have done similar
calculations for non-ferroelectric structure( [16]). Volume for both tliactures are different so we

have done the volume optimization and compared the stability of both the structure.

6.3 Results and discussion

The energies of different magnetic configurations considered for betfethoelectric as well as the
non-ferroelectric structure are given in Table.6.1. These are goresni formula unit. One finds that
the energy of both the ferromagnetic as well as the type-2 antiferromagmwoetiiguration are quite
close in energy for the ferroelectric structure. A similar conclusion isddon the non ferroelectric

structure also. This implies that the Goodenough-Kanamori rule which vegisassa design principle
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a)AFM1 b)AFM2
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Figure 6.1 Two magnetic configurations which are compared with ferromagnetic configura
tion. The blue and white colored spheres are representing Ni and Mrctiesbe

Energies (in eV)

Ferroelectric| Non-ferroelectric
Ferro -64.602 -64.718
Type-1 -64.547 -64.700
Type-2| -64.604 -64.714

Table 6.1 Energies of different magnetic configurations for ferroelectric strecéunrd non
ferroelectric structure at U=0eV

is failing in the present case. The origin of this could be that the secondbwzigtieractions between
Mn— MnandNi— Ni could be sizable and therefore swamping the effect of nearest neilylibdvin
interactions. The second neighbor interactions are antiferromagnetictfoNbandMn as a result of
half-filled eg+ half-filled tog being involved. The experimental evidence in this system is conclusive and
they have found ferromagnetic. They have shown temperature demendemagnetic susceptibility

which shows ferromagnetic transition at T=140 K.
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energies (in eV)

Ferroelectric| Non-Ferroelectric
Ferro -60.650 -61.073
Type-1 -60.517 -60.978
Type-2| -60.570 -61.033

Table 6.2Energies of different magnetic configurations for ferroelectric strectund Non-
ferroelectric structure with U=4 eV

Hence we wondered if the failure to describe the ferromagnetic groundveiata consequence
of the treatment of electron-electron interactions and so we examined the ttoaggability within
GGA+U calculations using a U of 4 eV on badth andMn. A comparison of the magnetic stabilization
energies are given in Table.6.2 for both the ferroelectric as well as tindenmelectric structure. The
ferromagnetic configuration is found to be strongly stabilized by 80 meV oeecltdsely competing
antiferromagnetic configuration which we have labeled as Type-2. A simgaitris also obtained for
the non-ferroelectric case though the ferromagnetic stabilization energgused.

In order to understand this result, we examined the density of states. They déssates for U= 0
is plotted in Fig.6.2. In both cases b andNi, the expected configuration of dnd & are realized,
resulting in the expected valencies-efl and+2 respectively. The level ordering one gets is shown
schematically in Fig.6.4a. ONi one has the orderintj , tgg, eg all of which are occupied whileé,
is unoccupied. Theﬁg andeg levels are almost energetically degenerate. Examinind/thel partial
density of states, one finds théé occupied as expected. However examining the unoccupied states
one finds that th%g spin states are below tlﬁ spin states. This then complicates the design principles
theeg states to which electrons i can hop to are much higher in energy. Hehde- Mn hopping
is largely destabilized and hence ferromagnetism is not found at 18 limit. We then went on to
examine theMn-d andNi-d partial density of states found in the<#4 calculation shown in Fig.6.3.
Now one finds that the ordering is changed and dﬂrspin states are the lowest energy unoccupied

states. This is the factor that brings back ferromagnetism being favotbiisystem. These results
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are shown schematically in Fig.6.4.

20

-6 - -

I
ot |
o -

VAT
[ i) - *
10|~ ! -
|
I

20
20

10— 3 —

10~ | — Mn(down)

20 \ \ \
6 -4 -2 0
Energy (eV)

Figure 6.2Ni-d and Mn-d Partial DOS has been shown at U=0eV.

An examination of the density of states and the total energies enabled ustmcbadasic picture
for the mechanism. However, to put the picture on firmer ground we detidedamine the results
within a multiband Hubbard model which gave us more control on the parametersalSmleulations
were performed and we present the result for two sets labeled cagbehse-2. The calculated partial
DOS has been shown in Fig.6.5. The difference in the two cases presentéeate in the level ordering.
Case-1 has Neg as highest occupied levels and M&as the lowest unoccupied levels while case-2
has Nie{TJ as highest occupied levels and I‘@B as the lowest unoccupied levels. The energies of the
ferromagnetic configuration are compared with the competing antiferromagnefigwration found
within the ab-initio calculations. Case-1 has the ferromagnetic state strongly stdhiltdle case-2
has the ferromagnetic and antiferromagnetic configurations have similgiener

In next part of our work we have compared the ferroelectric structudleranferroelectric structure

to check how stable is the ferroelectric structure. This has been calcakgtlinction of volume for
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Figure 6.3Ni-d and Mn-d Partial DOS has been shown at U=4eV.

both structures at U=4eV and ferromagnetic configuration. The contiruous is for the Murnaghan
equation of state which has been fitted to the data. The variation of energiesolithevof unit cell
has been shown in Fig.6.6 for both ferroelectric structure and noefeotic structure. The blue line
is for nonferroelectric structure and red for ferroelectric structive.found that the nonferroelectric
structure is more stable for buBi,NiMnQOg. Thin films may be a route of stabilizing ferroelectricity
in this system.

So we find that the electron correlations is necessary to describe thenégmetic ground state in

Bi>NiMnQOg and within our calculations the compound is nonferroelectric contrary to theimgrds.
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a) Weak FM b) Strong FM

Ni Mn Ni Mn

Figure 6.4 Schematic diagram to show level ordering in case of a) U=0eV b) U= 4eV.
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Figure 6.5Ni-d and Mn-d Partial DOS calculated using multiband Hubbard model for case-1
and case-2. The energy difference between ferromagnetic andriamtitgnetic configura-
tion has been written.
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Chapter 7

A model for ferroelectricity in BaTiO 3

7.1 Introduction

Inspite of the first observation of ferroelectricity in Bagi@h 1949, an understanding of the mi-
croscopic interactions that stabilize the ferroelectric state are still evolvirige SEminal work by
Cochran [1] pointed out using a shell model for lattice dynamics that shoger and long range
coulomb forces compete and result in a cancellation of forces in BaTe3ulting in some phonon
modes going soft. This empirical model proposed within the framework of a shelllmaale explain
the experimental observations of ferroelectric phase. The acceptedhaewas emerged since then
has been that ferroelectricity emerges from a delicate balance betwaénasige repulsions that favor
the cubic paraelectric phase and long-range electrostatic forces\batha ferroelectric state [2, 3].
This picture of ferroelectricity was based on an ionic picture of the solid. Wirk by Cohen and
Krakauer [4] showed within ab-initio calculations that if the Ti d states were ohbigh up in energy,
ferroelectricity in tetragonal BaTi©vanished, suggesting that the hopping interaction between Ti d
and O p states played an important role in ferroelectricity. They consideeechombohedral and
tetragonal displacements of the Ti atoms and found the total energy variaiibrdisplacement led to
a minimum away from the high symmetry centro-symmetric positions. The depth of thimuominwas

larger for the rhombohedral displacement than for the tetragonal dispdaxte Examining the various
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112 Chapter 7 A model for ferroelectricity in BaTiO

contributions to the energy minimum, they found that the calculated electrostatgyetecrease was
smaller for the tetragonal displacement than the rhombohedral displaceogmessng that a signifi-
cant part of the energy lowering came from a modification in the electrostatigyeriater important
work by Cohen [5] showed using all electron, full potential, linearizechaergted plane wave method
within LDA, that the Ti d-O p interactions were substantial in Bagi@hd played a major role in
stabilizing ferroelectricity.

The first quantitative estimate of the role of various microscopic interactiosscasaied out by
Ghosezet al. who carried out a separation of the interatomic forces within first principleutzaions
and extracted out the part emerging from dipole-dipole interactions [6 dtha microscopic level
depends on the Born effective charge as well as the dielectric tensar.résilt of the analysis they
could quantify the balance of forces generating the unstable cubic ptmade and they went on to
investigate the role of the Born effective charges in driving the phooftersing. The analysis was
extremely useful in distinguishing the role played by various microscopic ttiere in the rhombo-
hedral phase of BaTi§subjected to isotropic pressure. This analysis again does not cleaasatep
out the role played by covalent interactions which enter in such a model tintbagenormalized Born
effective charge.

In order to understand the microscopic interactions that determine if fectoeity is favored, we
look at various contributions to the energy. Considering the ionic limit, Ba takeseoconfiguration
Ba?t, O becomes & while Ti becomes Tit. Treating the ions as a point charges we calculate the
Ewald energy contribution to the total energy. The earlier discussion in ther eas pointed out
the important role played by covalent interactions in stabilizing ferroelectricitysm the part of the
energy emerging from covalent contributions is examined and is refer@slttee band energy in the
ensuing discussion. In addition the electrons have a charge distributiarieasdavith them and so the
mean field contribution associated with an electron interacting with other electroosuted as the
Hartree energy and we examine this contribution also. We now examine thassadotributions to the
total energy within this model considering the paraelectric structure of Bgds@vell as the tetragonal

structure which exhibits ferroelectric distortions. One finds a gain in the baedyy of 340 meV for
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the ferroelectric structure over the paraelectric structure. The Ewald)eris found to increase by
1116 meV as one goes from the paraelectric structure to the ferroelewtricSo, in contrast to the
belief that long ranged Coulomb interactions stabilize the ferroelectric steyabae finds that this
contribution to the total energy actually stabilizes the paraelectric structudeed the total energy
for the ferroelectric structure is lower by 11 meV, and adding the bandjgientributions as well as
the Ewald energy contribution, one finds that the paraelectric structure és lmyw776 meV. So there
must be some other contribution that stabilizes the ferroelectric structurerisfugly, the remaining

part of the energy which emerges from the short range coulomb interaéigche one that stabilizes

the ferroelectric state.

7.2 Methodology

The electronic structure for BaTgds calculated within a plane-wave pseudo potential implementation
of density functional theory in the VASP [8, 9] code. We consider the ixgatal structure for fer-
roelectric tetragonal BaTi@and while the lattice parameters are kept fixed at the experimental values,
the internal positions are relaxed. The same unit cell parameters are asddakhe paraelectric unit
cell though the atoms are put at high symmetry positions. The total energy isatattin each case
using GGA-PW91 [10] potentials, using a plane waves basis set with kingtigies less than 500
eV. A gamma-centered k-points mesh of 8 x 8 k-points is used for the k-space integrations and the
solution for the electronic structure is carried out self-consistently till thegyngifference between
successive steps is better thami1@V. The total energy is decomposed into the band energy and the
Hartree energy and we examined these contribution in various scenarios.

In order to understand the role of various distortions in stabilizing the fiecte phase, we have
started with the paraelectric structure and displaced one or more atoms &ratexvéhe total energy
as well as various contributions to it. The changes in the microscopic interattargths have been
computed by mapping the ab-initio band structure to a tight-binding model which ircludeand O

p states in the basis. The radial part of the basis function are determined makmally-localized
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wannier functions [11-13].

7.3 Result and discussion

0.056 A° ‘ I .056 A°

Figure 7.1 Comparison between ferroelectric structure and paraelectric structsiiecka

shown. Displacement of various ions from its ideal position(paraelectuctste) is in-

dicated. Green, blue, purple and red spheres indicates Ba, Ti, plaxygens and apical
oxygens respectively.

Ferroelectricity in the tetragonal phase of BaJi€an be understood by examining the structure
that is favored. Fixing the Ba position in the lattice, one finds that the Ti atomptadisd from its high
symmetry position by 0.048 A towards one of the apical oxygens. This dssehe Ti-O bondlength
with one of the apical oxygens, while the other increases. The apicalenosyalso moves towards
the Ti atom by 0.08 A. In addition one has a displacement of the in-plane ngyme0.056 A in the
direction opposite to the movement of the Ti atom. This leads to the setting up of a diipoient per

unit cell and the consequent observed ferroelectricity.
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Figure 7.2 Total energy variation with Ti displacement in experimental structure.

A substantial component of the energy stabilizing the ferroelectric state iséelie come from
the gain in band energy coming from a shorter Ti-O bond. This could berstmbd quite easily from
a scaling of the relevant p-d hopping interaction strength with distance whli'[eh;\zzﬂsrl4 according to
Harrison’s scaling law. In order to examine this further, we have considbeeferroelectric structure
of BaTiO; and moved the Ti atom, so as to vary the Ti-O bondlength. We have plotted fagorar
of the total energy with Ti movement in Fig.7.2. Indeed a minimum is found in thati@m of the
total energy as a function of the Ti-O bondlength. In order to examine thisdiywe have considered
the paraelectric structure and displaced the Ti atom from its ideal positiomdswae of the apical
oxygens. The variation of the total energy as a function of the Ti-O bondlesgtmown in Fig.7.3.
One finds an initial decrease of the energy and then a flattening off withergyeminimum founds,
indicating the importance of the movement of the other atom also. Considering teenaiot of only

the apical oxygen (Fig.7.4) one again finds no minima in the total energy varidtiather, unlike in
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Figure 7.3 Total energy variation with Ti displacement in ideal structure.
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Figure 7.4 Total energy variation with apical oxygen movement

L
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in ideal structure.

the case of the Ti movement, one finds a more gradual decrease in thg eftbrgo flattening off.

The microscopic mechanism giving rise to ferroelectricity has been desgusshe literature [1, 7]
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as arising from two dominant factors. The first was the gain in covalensyn@ from a shorter Ti-
O bond. The second arose from long-range Coulomb interactions test fioon the presence of a
non-vanishing dipole moment in the unit cell. Most approaches in the literatwe tised a form
for this contribution to the energy that uses the Born effective chargerrdtan the bare charge in the
expression for the dipole-dipole interaction. However, the born-effectiarge represents the variation
of the polarization with a displacement made in that direction. This can be related szdhng of
the hopping interactions with distance as the displacements are made, andfmr¢hesiated to the
changes in covalency. The bare charge one should note are ntitalhasnodified, while the Born
effective charges could be as large as 7Tdr". We now go on to examine the changes in the Ewald
energy associated with the displacements of Ti/O considered earlier. Tédd Emergy contribution to
the total energy for Ti displacement from its high symmetry position in the pataielstructure has
been plotted in Fig.7.5. This contribution is found to increase with the slightestdladement from
the high symmetry position. We examined various displacements of atoms as wethbmations
of displacements and in every case we found an increase in the Ewagly éren the paraelectric
structure. So in contrast to the belief that long range Coulomb interactioriizgtdbe ferroelectric
structure, one finds that the trend is the opposite. While there is a gain inem@ngy of 340 meV
in going from the paraelectric structure to the ferroelectric structure, WeddEenergy is found to
increase by 1116 meV. So the role of the planar oxygens displacing in@idir@pposite to that of
the Ti displacement is not entirely clear. Further the fact that merely movangjittowards the apical
oxygen or the apical oxygen towards the Ti atoms does not give us a minimiln@ total energy with
displacement. This indicates that the band energy gain alone is not enastgbitize the ferroelectric
structure.

In order to examine these aspects we examined the Hartree energy contiiibwidous scenarios
- with just Ti displacement, with just apical oxygen displacement and the ptedygen displacement
in experimental structure. The variation of Hartree energies are shown.ih&;ifig.7.7 and Fig.7.8
respectively. In the first two cases, where we kept all other ions at lEsitions, we find that the

Hartree energy increases as expected as the atoms come closer ds@ nesteased repulsion be-
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Figure 7.5Ewald energy variation with Ti displacement in ideal structure.

tween the electrons on Ti and O. The last scenarios that we examined hszhadl at the experimental
positions except the planner oxygens which were kept at the ideal pasitiothis case we found that
as the planar oxygens moved away from the Ti atoms, the Hartree contnibuitive energy decreased.
The large change in Hartree energy is partly because the O p orbitals arextended and further that
associated with four oxygens changes. So short ranged Coulomlxtitesacan be said to stabilize
ferroelectricity.
In recent times a lot of effort has been placed towards the searchidergalarization multiferroics.

A route that has been realized so far has been considering band insslatbraBa; _xSKMnOs [14].

This was proposed initially theoretically, and realized in experiments. A dessitgin for the Mn off-
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Figure 7.6 Hartree energy variation with only Ti displacement from ideal to experimental
position.

centering was suggested to arise from the modified interactions of Mn with thargapgens [15].

In order to examine the role of various interactions in the cad®adfiO; we have set up a p-d tight

799.500- | Hartree energy variation with apical O movement(ldeal Stru¢tu
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0 0.02 0.04 0.06 0.08
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Figure 7.7 Hartree energy variation with only apical oxygen displacement from ideat-to
perimental position.
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Hartree energy variation with planar oxygen movment(Exp. Stru¢ture)
800.500
S
2
=
>
)
<
L
800.000
@

799.50 ‘ ‘ ‘ ‘

0 0.02 0.04 0.06 0.08

Displacement from ideal position(A)

Figure 7.8 Hartree energy variation with planar oxygen displacement from ideal terexp
mental position(All other ions are at experimental position).

binding model forBaTiOs. This model includes the d states on Ti and p states on oxygen and the
tight binding parameters have been determined by mapping the ab-initio baciisrio maximally
localized Wannier functions.

The extracted on-site energies are given in Table.7.1. One finds an algiddiand shift of the
Ti d tyg levels by 0.1 eV and an almost similar shift of the Ti d levels vaghsymmetry when one
goes from the paraelectric structure to the ferroelectric structure. ©hid be understood as arising
from the increased Ti-d contribution in the occupied levels arising from &s&@ covalency in the
ferroelectric structure. One finds a similar decrease in the energy ofhitale which interact with
the d states on the apical oxygens, while there is a small increase in theesrtéittpe planar oxygens.
The interaction strength between the Ti d and the O p orbitals can be diséngseus of the Slater
Koster parameterpdo and pdrt. Using these parameters we set up a multiband Hubbard calculation
for BaTiO;. A mean field decoupling of the four fermions term is carried out. We then disyile

Ti atoms toward an apical oxygens in the paraelectric structure, and extimaiobanges in the energy
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Onsite energies(in eV)
Atom Orbital | Ferroelectric structure Ideal structure
d,2 6.046 5.975
dye_y2 6.003 5.920
Ti Oy 4.540 4.457
dy, 4.540 4.444
dzx 4.536 4.444
Px 0.977 1.077
O(Apical) Py 0.977 1.077
Pz 0.569 0.624
Px 1.084 1.043
O(In plane) Py 0.627 0.589
Pz 1.074 1.031

Table 7.10n-site Energies for ideal and ferroelectric structure.
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Energies(eV) with O-O interaction

Ti-O bondlength(A)| Ti movement| O(apical) movement O(planner) movement
1.88(Exp) 7.897 11.447 14.720
1.92 8.088 11.397 14.999
1.96 8.206 11.365 15.174
2.01(Ideal) 8.259 11.351 8.259

Table 7.2Band energies for Ti movement, O(apical) movement and O(planner) movéme
ideal structure calculated using Hartree-Fock.

Energies(eV) without O-O interaction

Displacement(A)| Ti movement| O(apical) movement O(planner) movement
0.00 8.402 8.402 8.402
0.02 8.352 8.339 8.414
0.04 8.239 8.197 8.444
0.06 8.056 7.969 8.467

Table 7.3Band energies for Ti movement, O(apical) movement and O(planner) moveme
from their ideal positions in ideal structure calculated using Hartree-Fock.

which is related to the band energy obtained from the ab-initio calculationsvarketion in energy
with the displacement has been shown in Table.7.2. Inducing just the intesabgbween the Ti and
the apical oxygens, one finds a decrease of 532 meV in band energthwith off-centering in going
from the Ti-O bondlengths in the paraelectric structure to that found in thedlectric structure. This
can be understood as the dominant hybridization interactions involve the dovittat,y symmetry on
Ti. Switching off the Ti and apical oxygen interactions we found a increhsaergy by 96 meV. This
is due to slightly reduced hybridization between Ti and planar oxygen. Thgests the interaction
with the apical oxygens is on the significantly enhanced with the off-cegtesimd so the mechanism
of the band energy stabilization of the Ti off-centering is captured micpicalty.

To understand the role of Ti and apical oxygen interactions in bandgbetter, we have switched
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off the oxygen oxygen interactions and moved Ti, apical oxygen, planayem from their ideal posi-

tions. The energies are shown in Table.7.3. Results suggests that thetiomgbatween Ti and apical

oxygens are important in stabilizing the ferroelectric phase.

In this chapter we have analysis the role of displacements of various iorIOB We found that

the band energy as well as Hartree energy contribute in stabilization oéfectric state.
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